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Abstract

Logic-Based Integrated Natural Language Processing System (LINGUIST) is a system being developed
in the Sixth Research Laboratory at ICOT. The system being developed in the framework of logic
programming is an experimental natural language processing system. It will enable investigation and
processing of various linguistic phenomena in the approach to parsing and synthesis of natural language
by computer. The parser is based on a logic grammar formalism, Definite Clause Grammars(DCGs)
(Pereira and Warren 1980), which allows logic grammars to be written in a ‘phrase structure grammar’
fashion.

The grammar uses a unification grammar which has a modular treatment of syntax and semantics.
Parsing with the unification grammar assumes inversion of the analysis process. By its bidirectional
nature, LINGUIST can parse and generate natural language using the same grammar.
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1 Introduction

The research in the domain of natural language
processing is an integral part of the area of ar-
tificial intelligence. A system has been devel-
oped whose main purpose is to cover linguistic
phenomena in the approach of parsing and syn-
thesis of natural language. LINGUIST (Logic-
based Integrated Natural Language Processing
System) is an experimental natural processing
system with three purposes: (1) verifying the
more detailed nature of the framework of natu-
ral language (Japanese) in a strict enough sense
to take an objective view; (2) developing more
useful grammars that can be used widely in the
domains where the natural language interface
to an information retrieval component is used
as a device of intelligent system; and (3) hav-
ing an tool for processing Japanese and try-
ing thoroughly our ideas concentrated around
grammars.

In point 1, although numerous linguists’ ways
of thinking about the Japanese language have
been represented, there is no suitable, compre-
hensive framework for the computational lin-
guistic treatment of Japanese. Very few serve a
theoretical purpose. This has led to the devel-
opment of LINGUIST, which is intended both
for computational linguists and for those who
take an interest in Japanese. In point 2, peo-
ple who wish to pursue the research of intelli-
gent system with a natural language interface
has to develop its interface, before they concen-
trate on their own research interest. Using LIN-
GUIST, they are not forced to write grammar
rules and develop natural language interface any
more. With regard to the last point, LINGUIST
provides a useful and powerful tool for grammar
writers who wish to have an interactive environ-
ment where they try out and verify their ideas
about grammar rules for Japanese. Their ad-
vances in grammatical function and syntactical
details can clarify a variety of linguistic phe-
nomena.

In the next section, we discuss briefly the in-

tegrated environment. Section 3 describes soft-
ware and hardware environment around PSI, on
which the system LINGUIST implemented. In
section 4, after overview of configuration of LIN-
GUIST, summary and future directions con-
clude the paper.

2 The Integrated Natu-

ral Language Processing
System

This section outlines the integrated natural
language processing system LINGUIST imple-
mented on the Prolog-based environment of the
PSI machine. Generally, tools for natural lan-
guage processing and the systems built around
these tools have an aspect as worldly-wise work-
benches, built on artificial intelligence worksta-
tions. Using the system, linguists attempt to
form ideas about a grammar and can inspect a
number of the research interests on computa-
tional linguistics. They can verify these ideas
about the grammar and can proceed with cer-
tainty as to what lies ahead for more important
and significant linguistic phenomena.

After the overview of the implementation
strategy of the system, the current state of LIN-
GUIST will be described.

2.1 The system LINGUIST

The system LINGUIST has been developed in
the sixth research laboratory at ICOT within
the research activity ”Acquiring sound facili-
ties for representation of Japanese grammar in
current Japanese and for the development of
Japanese grammar”. This research aims at in-
vestigating characteristics of current Japanese,
exploiting a formal representation of these fea-
tures, and developing grammar rules proper to
be used in computers. This grammar is to cover
a wide band of linguistic phenomena. Moreover,
the coverage of the grammar dose not set a limit



on written language. It will remain close to the
spoken language and will have the power to deal
with sentences that are made up of incomplete
structures.

The general attitude of this research is to op-
erate in an integrated environment where dif-
ferent sources of linguistic knowledge are used
and tools such as parser, generator and system
manager are adjusted so that the efficiency for
developing grammar rules is increased. Hence,
LINGUIST has been designed to make it pos-
sible to experiment with the tools interactively.
The system’s architecture contains translator,
debugger, pooling component, database man-
ager and system manager. The system’s first
step is to establish a state for use of parsers
where the grammar written in DCG style is
translated into two parsers. One, for analysis,
is a parser that works in bottom-up fashion and
another, for generation, is a parser that handles
input data in top-down fashion. In addition to
the translation, the style of the grammar form
is checked at this stage. Here, the parsers are
ready for use.

Next, the syntactic analysis and text gener-
ation are performed. The role of the polling
component is to maintain the data flow from
input devices to parsers and vice versa. This
also supports the communication between two
kinds of parser underlying LINGUIST. A tool
that shows constituent structure would be con-
venient for viewing the output of the parsers.
An inspector attached to the pooling compo-
nent performs this function.

If parsing has failed, the user can investigate
error parts of grammar rules. In general, one
problem with recovering faults is that it takes
painstaking effort to discover the cause of errors
and it takes a long time to correct them. How-
ever, instead of revising the source grammar
rules and re-translating them into two kinds of
parser, LINGUIST serves as a debugger with
facility in performing quick recovery from the

failure. The debugger consists of a visual tracer

that is able to keep parsing process in view and

an editing tool dealing with error parts of gram-
mar rules. The grammar rules which produce
the error are modified and re-translated par-
tially. Using the debugger, the error part is fo-
cused on and the user can handle only some not
all of the grammar rules.

The database manager deals with the process
of entering data and providing editing the lexi-
con. Of course, the word data is reconstructed
partially when required. To use useful and pow-
erful tools effectively mentioned above, LIN-
GUIST 1is kept under control of system man-
ager. This reports system status, guides the
user and shows the way of what is right and
just. The system manager also deals with re-
covering errors that are due to the carelessness
of the user.

3 The State of LINGUIST

The challenge of natural language processing
by computer is providing an increasing number
of interesting ideas for computational linguis-
tics. These ideas have also contributed to the
progress of Artificial Intelligence. LINGUIST
has been doing well as a development and verifi-
cation tool in the research of Japanese grammar
with respect to computational linguistics. The
grammatical formalism which is employed and
has been implemented in LINGUIST is Local-
ized Unification Grammar (LUG) and the rep-
resentation of LUG is developed by SANO,H
and FUKUMOTO,F. An introduction to LUG
is in preparation. This section is devoted to a
description of the configuration of LINGUIST
and presents some concepts of interface man-
agement.

3.1 Overview of the system

LINGUIST is implemented on a PSI-II ma-
chine. Figure 1 shows a simplified configura-
tion of the system. These basic units may be
found in any Natural Language Processing sys-
tem. Some type of input and output devices



must be used to provide a means of communica-
tion between LINGUIST and the outside world.
LINGUIST has several types of input and out-
put devices, and has a data stream mechanism.
The input and output streams that store data as
a memory does enable wide use of devices such
as file system, window system, keyboard equip-
ment and so on. The input feeds data, a token
stream for analyzing and constituent structure
for generation, into each stream. The output
collects the results from the streams after they
are parsed.

user interface
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editor [

Cram1a1
pooling

=

Dictionar;
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system manager

it i1 11
ranslatoy |debugger| %‘2322@?

logic—programming environment|

Figure 1. Control Structure

The data pool, as a memory, holds input data
and makes it available for parsing when as re-
quired. After parsing, the results are stored in
the data pool. The inspector accessory enables
of closer inspection of the results. Data and re-
sults stored in the data pool can be removed
easily. '

LINGUIST is made up of a series of tools.
As each tool is based on windows, the grammar
writer works directly with visual representation
of the grammar-related objects. The visualiza-
tion offered by a direct manipulation style tool
helps us understand problems related to gram-
mars. Using a mouse, a user such as a grammar

writer selects a desired behavior from menus at-
tached to the windows.

3.2 Tools

Agent

Figure 2 shows the main window of LIN-
GUIST, in which the major mode of processing
things is selected using menus attached to this
window.

LINGUIST:
Logic—Based
Integrated
Natural Language

Processing System

| R 2.9 5 SO LINGUIST Ver 1.0 (TROUBLEDY )
[RUCE " JOATABASE T TRVORE | BATCH — JWRIvets e s vos ooy
[ ‘ ]

Figure 2. The Main LINGUIST Window.
Rule manager

Rule manager has the window given in figure
3 where one can view, examine a grammar to
find out whether it is accurate, and if so modify
it with a text editor attached to this window.
One can also specify the file in which the gram-
mar is written.
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Figure 3. The Rule Manager Window.
Database manager

Entries of words, especially lexicons, are en-
tered and modified with Database manager with
the window shown in figure 4. In the course of
entering and modifying a word, the database
manager provides a set of subwindows for easy
operation.

D
entry> [J

>>> Plesase input a commend >>

odit mode : [ENTRY]

exit quit save purge parameter change mode
dictionary editor

[gansur 11 : ]

Figure 4. The Database Manager Window.
Viewer

The viewer is a window where one can view,
analyze and generate a sentence. The viewer
also deals with the complex processes in natu-

ral language processing. The process being an-
alyzed is traced graphically with a visual de-
bugger, as is generation process. The debug-
ger serves as a subwindow of the viewer and
includes a set of tracing functions: step, jump,
leap, fail, abort, and so on. The data structure
at any step of parsing can be inspected.

The tool for translating a grammar into ESP
codes is integrated in the viewer. This tool is
also used for revising and maintaining the gram-
mar with a text editor specialized in the manner
of editing the grammar.
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4 Summary and Future
Directions

This paper has provided an overview of LIN-
GUIST that is being developed in the frame-
work of logic programming. This system is an
experimental natural language processing sys-
tem. Parsing with unification grammar formal-
ism is a characteristic that assumes inversion
of analysis process. The usefulness of a genera-
tion based on the same grammar and dictionary
data is a means by which to try the quality of
representation of grammar formalism we have
developed on the system.

The interactive aspect of LINGUIST involves
two important roles for developing grammar
rules. One is efficiency, the other is related to
the factorability of natural language processing
in computational linguistics. These take into
account an integrated environment so that the
computer can be viewed as a co-operator in do-
ing work around the research area of computa-
tional linguistics.

As experience with LINGUIST for developing
grammars and ideas concentrated around gram-
mars increases, more will be understood about
the requirements for LINGUIST. Some desired
characteristics for a natural language processing
system such LINGUIST include the following.

e Usability.

Interactive system for Natural Language
Processing is a complex software system. It
is clear that usability is a sufficient quan-
tity for efficiency and productivity of the
user.

Guidance.

In operating the system, wrong operations
and errors throw the user into confusion.
With guidance and help from the system,
the user instantly recovers from the con-
fused state and saves time.

o Extensibility.

The system, as an experimental environ-
ment, should be extensible. It is clear that
research on natural language processing is
unlimited. So the tools integrated in the
system can be easily modified.

Database.

Outputs of all tools within LINGUIST, in-
cluding revised grammar, its program code,
documentation and even system current
status, should be stored and brought back
whenever necessary. LINGUIST used and
now uses file systems provided by SIM-
POS. This is convenient but lacks flexibil-
ity. Hence, an advanced database manage-
ment system is required.
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