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Abstract

The aim of this paper is to present a unification grammar formalism versatile enough to allow a constituent
structure to contain facilities for expressing uncertain dependencies. We discuss the representation of functional
dependencies to limit compositional linguistic structure. We also report. on a mechanism for ambiguity resolution
which operates over the constituent structures and which uses a context derived from a perceptual-syntactic knowl-
edge base. The approach described here is based on psychological reality with respect to linguistic phenomena and
its strategy is to process units during reading. This resolution mechanism is implemented in LINGUIST, which is
an experimental natural language processing system being developed in the framework of logic programming.
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1 Introduction

Ambiguity resolution is a longstanding problem in the
area of natural language processing. As a sentence is
often ambiguous out of context, combinatorial prop-
erties of words with lexical entries, of phrases with
syntactical categories, and of potential scopes with
quantifiers bring about combinatorial explosion in in-
terpreting a sentence. Ambiguity resolution is diffi-
cult, but resolution strategy is different. There are
several reports and proposals for describing the pro-
cessing structure and for representation of meaning of
a sentence in context. The processing sequence of lex-
ical, syntactical, and semantic analysis is emphasized
in some approaches. Others claim that an integrated
framework that the semantic analysis performs early
in the course of analysis of lexical and syntactic level
of processing is required. A cost-based approach [12]
and a multi-strategy approach [13] were also reported.

In recent years, the utility of unification as a gen-
eral tool in computational linguistics has been given
widespread recognition. In the unification-based ap-
proach, the structures that grammar operates have
to be described more or less directly, so their explicit
compositional nature seem unable to deal with seman-
tic organization because the syntactic form of a sen-
tence is not the only source of semantic construction of
meaning [4]. Moens [3] argued for the notion of higher
levels of organization in unification grammar and in-
troduced a sort system for problems of ambiguity res-
olution. Pollack [4] demonstrated that the integrated
framework relaxed the constraints of compositional se-
mantics, The framework was able to allow pragmatic
information to act in such a way as to support inter-
pretation processing of meaning.

In this paper, we discuss the representation of con-
stituent structures in a unification-based grammar ap-
proach. In particular, we discuss compositional na-
tures which influence the structural ambiguity in a rep-
resentation of sentences. The compositional approach
of semantic interpretation of a sentence involves mak-
ing a great effort to analyze it; the syntactic form of
a sentence is not the only source of information about
its meaning. Thus, the compositional natures must
be attended to in order to devise a representation of
sentences for ambiguity from a computational point of
view. We describe a unification-based grammar for-
malism called Localized Unification Grammar (LUG).
The formalism is under development in the sixth re-
search laboratory at ICOT. In outline, LUG can be
described as a combination of strictly compositional
structure with functionally uncertain structure caused
by context freeness.

€23

In the remainder of this paper, we examine the effect
of the formalism on the representation of structural
ambiguity.

We also focus on the ambiguity resolution strategy
using LUG formalism. A substantial subset of gram-
mar rules for modern Japanese written in LUG is oper-
ational and currently implemented in LINGUIST, an
experimental natural language processing system.

In section two, we briefly discuss the linguistic evi-
dence which affects the representation with respect to
structural ambiguity. Section three of this paper out-
lines the LUG formalism. In section four, we show
how our representation of LUG demolishes structural
ambiguity better than compositional approaches. Fi-
nally in section five, we will explain how the resolution
process works.

2 Syntactic-semantic
interaction

2.1 Compositional restrictions

The constituent structure is proposed as an amalga-
mation of compositional units that are identified in
a sentence. A compositional unit is generally identi-
fied with the segmentation of the syntactic base into
psychologically “real” units, such as phrases. Thus,
the constituent structure is viewed as an intermediate
level of representation between phrases (being a facile
unit of syntax and parsing) and an internal represen-
tation such as logical form. With further processing,
constituent structure could be reconfigured later to
construct an unambiguous structure for the sentence.
Two restrictions are imposed on the use of compo-
sitional units because the constituent structure pro-
duced by grammar should represent ambiguity com-
pactly.

e Constituent structure should represent neutral
representation that can be reconfigured later.

e Neutral representation should be distinguished
from the obligatory constituent that can be pro-
duced by the generally compositional nature.

One restriction is the ability to be able to reduce
space to be analyzed. This helps keeping the con-
stituent structure uniform because different functions
of the phrases constitute the same words. In point two,
this restriction assumes that semantic interpretation
and pragmatic processing are made necessary. With-
out the context processing, the constituent structure
produced by LUG may represent units incompletely
with respect to syntactic level.



2.2 Linguistic phenomena

The usefulness of being able to express restricted con-
stituent structure with compositional ambiguity can
be illustrated by consideration of adjunct.

In the next section, we develop a grammar formal-
ism for handling compositional ambiguity including
the above phenomena.

3 The LUG form

(1) Hitogomi de Jon to Lucy wo mitsuketd.
A ded i J d L tted. . . .
pl:ct:w ed modon :vrilth/ ey o Lug being developed in the framework of logic gram-

There are at least two ways to read this sentence,
(1-1) Jon and (I) spotted Lucy in a crowded place.
(1-2) (I) spotted Jon and Lucy in a crowded place.

Structural ambiguity in propositional phrases may
modify, at least, nouns (1-1) and verb phrase (1-2). In
(1-1), subject-conjunction relation supports the event
of spotting. As compared with this reading, (1-2)
says that the collective reading of the object holds the
event. This structural ambiguity is a cause of ineffi-
clency in processing, an inefficiency known as context-
freeness. In this example, given contextual informa-
tion about discourse entities, the ambiguity is expected
to be resolved. In Japanese, both complements of
nominative and of objective can be omitted when the
discourse entities corresponding to referents are intro-
duced. This dose not rule out an object-conjunction
reading for the propositional phrase (‘Jon to’) in (2).

(2) Hitogomi de Jon to mitsuketa.
A crowded in Jon and/ spotted.
place with

The meaning of sentence (2) is as ambiguous as sen-
tence (1) in (2-1) and (2-2). Typically, grammar rules
for handling coordinate phrases require at least two
coordinates by means of syntactical elements, such as
‘Jon to Lucy’ (‘Jon and Lucy’). This example demon-
strates that the representation corresponding to the
meaning in (2-2) can not be constructed in terms of
constituent structures in a compositional way.

(2-1) Jon and (I) spotted (¢) in a crowded place.
(2-2) (I) spotted Jon and (4) in a crowded place.

Such ambiguity presents an indeterminacy for the
knowledge base. Contextual information, like dis-
course entities and given information, limits the mean-
ings that the sentences with attachment can have, but
compositional structures. A postpositional phrase be-
ing marked with the Japanese postposition ‘to’ does
the work in two ways, each of which depends on con-
textual information. A single representation for con-
stituent structure is needed in order to treat the range
of the phenomena.
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mar constitutes a unification-based grammar formal-
ism. The LUG form shares unification-based phrase
structure grammar with functional application associ-
ated with combinatorial properties of phrases. It differ
from phrase structure grammar in restricting compo-
sitional natures to minimal structures.

In a unification-based grammar, different kinds of
information are represented using the same repre-
sentation as feature-value pairs. These feature-value
pairs are commonly specified using sets of equations.
In LUG form, each equation is of the form fea-
ture(value) and bundles of equations use the form of
list structure. Grammar rules in LUG are written in
DCGs[2] and implemented in Prolog to take advantage
of the efficiency of Prolog unification. The LUG form
has a uniform structure called basic triple as follows.

CAT
SYN : list of attribute — value pairs
REL : list of attribute — value pairs
F : subcategorization list

Figure 1: LUG form

CAT is the rule identifier that is treated as a non-
terminal symbol in grammar rules, and the structure
as a whole is declared to be of CAT. CAT is specified
for SYN, REL and F features. Each SYN and REL is
a list of attribute-value pairs. REL contains a quasi-
variable that can be referred through sharing, but SYN
dose not. A characteristic of LUG formalism is the use
of a quasi-variable. By letting the REL part contain
a quasi-variable that stands for a category expression,
the LUG form takes advantage of having a neutral
representation that can be reconfigured or re-unified
later. Thus, the form used in LUG contains facilities
for expressing uncertain functional applications that
lead to compositional ambiguity. As a familiar exam-
ple of this, an uncertain functional application corre- -
sponding to a relative phrase has several alternatives
for the dependence of a head noun on some verb com-
plement to its right. The quasi-variable standing for
the verb can depend on the head noun in terms of a
neutral expression.

F is a list of complements that are directly subcat-
egorized by the category CAT and can be a help in



dealing with free word order and omission of comple-
ments. F consists of two lists, each containing elements
corresponding to syntactic restriction posed on com-
plements that the verb dominates. The explicit repre-
sentation for the complements marked ‘unfilled’ forces
the grammar rules to handle the linguistic phenomena
from the observation that a noun phrase ellipsis in the
subject position is normally used to make direct pred-
ication as to the generic person in Japanese. Another
observation, that neither subjective and objective are
syntactically required to form a sentence, must be also
considered.

As an example, the rule for the complement-
predicate form is written in LUG as follows:

yougen.2

VSYN
[{[grl(comp,CASE)|AdvSYN],AdvREL,AdvF}|VREL)
([(CASE,comp,AdvX)|VAL] ,[VRL-(CASE,comp,AdvX)])

=

renyoushi_2 yougen-2
[gr)(comp,CASE)|AdvSYN] VSYN
AdvREL , VREL
AdvF (VAL,VRL)

Figure 2: Example 1

This rule says that ‘yougen.2’ (a verb-phrase) can
consist of ‘renyoushi_2’ (a noun-phrase with case
marker) and ‘yougen-2’ (a verb-phrase) with the fea-
tures shared properly. Namely, ‘renyoushi-2’ and
‘yougen_2’ must agree in subcategorization.

3.1 Implementation

LUG is currently implemented in LINGUIST, an ex-
perimental natural language processing system being
developed in the framework of logic programming.
The constituent structure expression corresponding to
uncertain functional application can be described in
terms of a tagged form which consists of a tag-feature
basic triple pair. The tag-feature, being equivalent to
other features, is as follows:

tag-attribute(X,Y)

Figure 3: Tag-feature

Where, each X and Y is a quasi-variable, the former
stands for a head phrase, a phrase whose dependency
to be resolved is supported by the latter. Syntactic-
semantic interactions generalize tag-features relating a
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basic triple leads to being of compositional ambiguity.
Thus, the tag form can describe a constituent structure
to which a reduction process must be applied.

3.2 Tag-features

In this section, we will describe how these properties
influence constituent structure ambiguities and discuss
the positioning of tag-features over linguistic phenom-
ena.

Of-type feature

The of-type feature is organized around relative
phrases. Since Japanese has no relatives, the depen-
dence of a head noun on some verb complements to its
right is ambiguous. It depends on the nature of the
head noun, so constituent structure is so constructed
that it has nothing to do with syntactic structure base
as shown in (3). The word ’taberu’ means ’eat’ in
English.

(3) (3-1) taberu hito (‘a man/men’)
‘a man who eats (something)’
(3-2) taberu mono (‘something’)
‘something to eat’

(3-3) taberu toki (‘time’)

‘when (I/you) eat (something)
(3-4) taberu oto (‘noise/sound’)
‘(I hear someone eat)’

Of the four examples in (3), where the verb form
is adnominal, there is no difference in compositional
form with respect to a turn of phrase. It seems that
the dependence between a head noun and its relative
clause is a matter of degree of relation of an event to
the head noun. Thus, the of-type feature would point
out that a head noun is in a position that gives it the
potential that the relative clause describes.

Inmanner feature

Because Japanese has particles which denote syntac-
tical case role, the grammatical role is often uniquely
determined by its article form. It can be understood
without making their its position. On the other hand,
the fact that the particles take many kinds of case
role in their form as regards efficiency causes struc-
tural ambiguity in the attachment of postpositional
phrases. A complement marked with the particle ‘n¥’
is actually the dative complement and is on an equal
footing with postpositional phrases standing for time
relation, locational relation and so on. In this feature
described here, the independence of the particles is
emphasized so that the inmanner feature can be seen
as a connector that may hold between the complement



and the event described by the verb in a head phrase.
Although in some cases this kind of ambiguity may
be reduced by restriction associated with particular
propositional phrases, the knowledge base approach
based on event calculus is required. The Inmanner
feature calls attention to a requirement of a reduction
process concentrated on event processing.

Attach(ment) feature

The Attach(ment) feature is generalization from the
observation of the fact that causal relation, time se-
quence relation, implicature relation and so on seem
to be evidence for a structure that involves ambiguity.
The linguistic variation of the attach(ment) feature
can be described as subordinate phrases. In general,
ambiguity resolution is achieved to provide ammuni-
tion for semantic reduction processes dealing with re-
lations between events.

Distinction between inmanner feature and at-
tach(ment) feature is sensitive to the structure of the
main phrase. If the verb is tenseless, the adverbial
phrase contains compositional ambiguity and is at-
tached to the phrase as the complement specified in
‘inmanner’. In addition the presence or absence of
its tenselessness characteristics, its feature is also af-
fected by its factuality /factitiousness, aspectuality and
politeness.

Co-refer feature.

The Japanese system of expression in which the sub-
Ject is absorbed into the predicate primary divides sen-
tences into a topic and a descriptive phrase. Most lin-
guists agree there is such a division in Japanese sen-
tence structure. To make a topic phrase, the particle
‘wa’ is used. From the syntactic point of view, not
only the subjective and objective complement but also
other complements such as those that stand for time
relation are equally eligible to serve as topic phrases.
A standard example of an ambiguity is as follows:

(4) (4-1) sakana wa tabeta
“The fish was taken in feeds.’
(4-2) sakana wa tabeta
‘(I) ate the fish dinner’/“The fish was eaten (by a cat
or etc.)’

For lack of salient features, we claim that the canon-
ical form, like the propositional form, of a sentence
should not be syntactically derived from a sentence
with a topic marker. The Co-refer feature served for
this assumes a context processing where information
used eliminate ambiguity is not limited to syntactic
sources.
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As we have mentioned, the LUG form separates the
context-dependent aspect from the context-dependent
aspect by using a tag-feature in a uniform expression.
Finding the appropriate relation, in other words ambi-
guity resolution, is a longstanding and difficult prob-
lem. Resolution technique and processing strategy re-
quiring a lot of semantic and pragmatic knowledge are
an integral part of artificial intelligence. In the next
section, we describe a strategy to remove ambiguity
from the LUG form.

4 Clarification strategy

In our approach to ambiguity resolution strategy, an
approach based on psychological reality is addressed
and its strategy characterizes processing unit in read-
ing with respect to linguistic phenonema that are per-
ceived as continuous within the limitations of the hu-
man information processing. Kozminsky[1] described
the function of the processing unit in reading, a unit
which is characterized as a segment that includes the
information necessary for it to interpret an utterance.
Kozminsky points out that relationships between se-
mantic units are defined that rely on syntactical or-
ganization. Syntactic relationships between their cor-
responding phrases also depend on semantic organi-
zation. ARIEL[6] demonstrated the function of given-
ness as the discourse functions of given information. It
serves as both a condition of use imposed on linguis-
tic forms and as a cognitive principle correlated with
specific discourse function. In [6], givenness strengths
were introduced and the strengths’ instructions to the
addressee about where to search for that information
were also discussed.

From a semantic-organizational view, the process of
computing complete interpretations of sentences often
requires unlimited intra- and extra-linguistic knowl-
edge and inference. The processor demands com-
plex knowledge representations to remove ambiguity
in a sentence. While the notion of limited-domain is
adopted depending on the task of the application do-
main, knowledge-based approaches are on a footing
with semantic-organization and cost a lot of complex-
ities.

The proposal de-
scribed here thus utilizes perceptual-syntactic sights
for dealing with disambiguation of sentences. As we
mentioned in section three, the complex syntactical-
semantical structure notion that the LUG form has is
designed to enable efficient utilization of this kind of
information. The emphasis is on the advantages: it
is possible to reduce the cost in processing and de-
velop grammar rules and natural language processing
systems independently of the application domain.



4.1 The context-based approach

In this section we propose a general framework for am-
biguity resolution based on the perceptual-syntactical
knowledge sources. The knowledge sources, given in-
formation, phrasal saliency, and dependence of linear
word stream are mutually dependent. None of them
alone is sufficient so the integration of these knowledge
sources guides inference for processing ambiguity.

Givenness preference

As ARIEL[6] mentioned, givenness functions in lin-
guistic analysis on two levels: the strictly linguistic
notion level and the crucial discourse notion level. The
former serves as a condition of use imposed on many
linguistic forms. The latter, as ARIEL demonstrated,
is correlated with specific discourse functions with re-
spect to general cognitive principles. According to [6],
givenness has a scale in terms of accessibility to dis-
course entities, those in short-term memory and so on,
and are characterized by the various forms with re-
spect to the linguistic categories.

Because givenness marks that there is some con-
nection between the objects talked about and some
context, a phrase marked given impose constraints on
what can be referred to as discourse entities.

Phrasal saliency preference

Apart from being a very useful feature(Of-type, In-
manner and Co-refer) for standing for compositional
ambiguity, they reflect phrase state being determined
under the control of sentence level such as S-Structure,
introduced to explain how syntactic dependencies con-
tribute to semantic interpretaions.

Table 1 below presents a few examples:

Table 1: Phrasal saliency

Inmanner postpositional phrase (located in X)
Attach(ment) spacio-temporal adverb  (located in X/)
Co-refer topicalized phrase (located in X1)

conditional phrase

For example, topicalized phrases are searched first
for possible discourse entities. The phrase marked
with ‘Co-refer’ should be preferred over the phrase
marked with ‘Inmanner’. The phrase marked with ‘At-
tach(ment)’ takes the middle position.

Linear word stream and structural complexity
preference

Sentences with a subordinate/main clause or-
der are better recalled than sentences with a

€6l

main/subordinate clause order [1]. The explanation
is that the subordinate clause interpretation is post-
poned to the time of listening to the main clause on
which it is dependent. In Japanese, words which ex-
press the fundamental nature (corresponding to main
phrase) of a sentence come at the very end of sentence
as a rule [11]. Although a long sentence is effective in
creating tension in the reader, the main phrase comes
far behind the subject. Thus a lot of small clauses and
phrases in between give the reader a difficult time un-
derstanding the central meaning of the sentence. This
leads limitations of the memory to allow a definition
of a concept of a processing unit.

The order of linear word stream and the depth of
the nest by means of structural complexity are param-
eterized to specify over syntactic structure.

In the following section we will explain how the res-
olution process works using a perceptual-syntactical
knowledge base.

5 Dealing with the LUG form
of ambiguity

The constituent structure represented with LUG as a
parse tree includes the ambiguous phrases to be re-
solved. The process of resolution works by apply-
ing the applicability rules first to find the ambigu-
ous phrases using tag-attributes as a lever which re-
leases the combinatorial properties of a phrase. Then
the preference rules are applied to tag-feature a triple
pair. If the pair passes the constraints test imposed on
preference rules, a functional relation of the sense of
a structure representing semantic organization is put
instead of the tag-feature. When application of the
reference rules to a phrase ends in fail, the phrase has
uniform structure in LUG and is left ambiguous. If
possible, another pragmatic process associated with
the extra-linguistic knowledge base can resolve the am-
biguity in the same framework of unification. After
the dependencies on context have been resolved, the
constituent structure has no tag-features, indicating a
complete interpretation of a sentence.

5.1 Implementation

We have developed a processor of ambiguity resolution
using a perceptual-syntactic knowledge base. The pro-
cessor is currently implemented in LINGUIST.

The resolution process works sentence by sentence
in a roughly top down left-right path across the sen-
tence structure. Thus, when faced with a candidate
for the cause of an ambiguity, the process goes to the



second stage, where preference rules determine certain
functional relations to apply a semantic structure to
the phrase. After evaluating the preference rules, a
desirable functional application has to be introduced
to make a semantic interpretation. At the same time,
discourse entities in context are derived by imposing
applicability rules on phrases. Abstract syntactic fea-
tures relating to discourse function (givenness, saliency
and so on) are attached to the number of phrases
checked. They will be used in the second stage of
resolution.

The resolution process calls itself recursively for each
phrase. This resolution cycle mainly limits its pro-
cess to the boundary specified by structural complex-
ity preference and a completely resolved structure is
constructed on return from the recursion.

5.2 An Example

The following, a simple example, shows the process of
explaining of ambiguity resolution. The treatment of
context is also illustrated.

(5) (5-1) ke-ki ga amatta
(cake NOM be-left)
“The cakes were left.’
(5-2) gakusei ga kita//kurur
(student(s) NOM came//coment)
“The students came/come.’
(5-3) minna tabeta
(all/everything ate)
*All the students ate them/(I/We) ate them all.’

In the contexts (5-1) and (5-2)/, ‘gakusei’ (‘stu-
dent(s)’) and ‘kita’ (‘came’) are marked given infor-
mation, but in the sentnece sequence (5-1) and (5-2)1,
they are not regarded as given, unless the formal level
1s considered. The above distinction relies only on the
syntactic form of the main phrase.

The last sentence in (5) has at least two readings
with respect to quantifier scope: one might be that a
scope operates on the subjective all the students ate
them; the other might be that a scope operates on
the objective (I/We) ate them all. Figure 4 shows the
concise structure representing the last sentence.

K

Interpreting (5-3) requires context information. The
structure allows a structural ambiguity of the form at-
tach(E,M) to be resolved, permitting access to informa-
tion that keeps track of context. There is information

attach(E, M),
ind(M)
sort(M, “minna”)

Figure 4: Constituent structure

|

) ,ind(E), sort(E, “tabeta”), arg(E, [A4,0])

€7l

given in context: the phrase marked with syntactical
givenness. In the example above, when ‘gakusei’ (‘stu-
dent(s)’) introduced into the context before sentence
(5-3) is uttered, it is not necessary to introduce a new
parameter or semantic object corresponding to ‘gaku-
sei’ (‘student(s)’) as subject. Due to the information
given by the context, only the scope operating over
the subjective can hold the event of ‘tabeta’ (ate’) as
follows:

quantify(“minna”, S, E),

(

ind(S), yind(E), sort(E, “tabeta”), arg(E, [S,0])
sort(S, “gakusei”)

Figure 5: Resolved structure

This information can be derived from the con-
stituent structure that LUG produces and the res-
olution process in processing the constituent struc-
ture by using perceptual-syntactical knowledge base.
Context is itself like a list of constituent structures
which correspond to sentences, and which contain in-
formation about perceptual-syntactical saliency. Lin-
ear word stream and givenness preference affect the
resolution process in a processing context. This in-
formation is sufficient to resolve the ambiguity in the
sentence (5-3).

This example shows how the tag-feature being left
unresolved uses contextual information derived from
perceptual-syntactical knowledge base to clarify its in-
terpretations.

6 Conclusion

We have described how a unification based grammar
formalism, LUG, can provide the facilities for ex-
pressing the compositional ambiguity associated with
syntactic-semantic interaction. Thus we have one way
of expressing phrases including structual ambiguity as
a tag-feature. We have developed a processor of am-
biguity resolution that operates in a LUG framework
using a perceptual-syntactic knowledge base. Context
evaluation for reduction passes through (1) givenness
preference, (2) phrasal saliency preference and (3) lin-
ear word stream and structural complexity preference
before terminating.

This example has been limited to the case of quan-
tifier scope reduction. However, it should be clear
that the mechanism based on context may be used
to resovle the vagueness.

The complete version of grammar written in LUG
for modern Japanese is still under development. How-



ever, a substantial subset of Japanese grammar in the
domain of editorial text is operational.

The syntactic structure stays in close relation to the
context in which the information is transmitted. We
expect further formulation of the degree of relation-
ships between perceptual syntactic construction and
organizational semantic interpretation. This interde-
pendence explains how certain dependence and uncer-
tain dependence influence ambiguity. It seems to allow
also for an economical account of the topic-predicative
structure of the sentence.
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