m
N>
© gy
- ﬂ%
&
)
(o]
O
|
o

B2 S DD F +— FEOHLE

I 2 BEAHET RERRE
"RBAFLER

HKEB, 7 v A AR CHEIRS, WO X S kA 2SRRI A CHMFFOXAKBEAKICE L, TOFITHES S
FLERKEZ 2HBEIAE V. TOADHKBBREONHCREVERIBS D 0R4A 2FHEBBREINTE 2. Thbd
Rz r—va vy LEORHOPCHEEPE—NICAB LIS T3 98X EoREYERB L CRMoLEYH
A -CITASDDODOZ20MNCF T I LB TED, 2274 7—va Yy XBECIZHERRI ChoSERRK LD
BEENAC, XEL2EAORBL B AZ LS FAEH->Twan, Ch3EABERORTICER T3 LR35 L AxS
DAFFHBBELAB L, 22747 —2a v b3 aX 0D RAFLALKOPYENETTIREAFE-TwE, To
TERERTILHBOLBRA—Y—CHhva=r4y—va YHLERIMICH A Z20ORBEENTH S LBEDR D, K
BCH, FL1ATy 7 Fr— ' EOBR I->THMERABCELITAS Y XL HET 3. COFECRBESCHERLS v
ZOHMOBERCEHMOIBS C LB CEL, EF+v— ECESSFETH I LDEITUERTETH I T TE L, BERICE
TFLTHHROHE WS vy 5 a%BirLincis,

An Extended Chart Parsing Algorithm for Gap Handling
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Various types of gap structures occur in European languages so often that gap handling method has great influence on the
efficiency of a total system. Many approaches were proposed so far, and they could be divided into two directions. One is
unification-based approach and the other is extension of context free grammar rules and parsing algorithm. The former can
treat gaps and other phenomena in the same uniform way. But unification causes a serious problem of unefficiency. Therefore
, it is practical to treat gap structures by modification of a parser and to use unification as little as possible. This paper
proposes an extended chart parsing algorithm for gap handling, which also realizes Complex NP constraint easily. Since the

mechanism is an extension of the chart algorithm, efficient implementation are realizable in sequnential as well as in parallel.



1 Introduction

Structures with gap such as relative clauses pose dif-
ficulties in parsing. In such constructions, an element
is extracted from an embedded structure. Although the
language phenomena concerning gaps are stated in a sim-
ple way, form of a phrase is ristricted by various syntac-
tic constraints. It is therefore not practical to write rules
each of which stands for the place of a gap explicitely.

Two types of gap handling approaches should be dis-
tinguished. One is unification-based method. HPSGI1],
LFG[2] and other unification-based approaches are based
on lexical feature descriptions consisting of attribute-value
pairs, and treat all linguistic phenomena by a uniform op-
eration called unification. Those approaches suffer from
the problem of efficiency in parsing. There is actually a
trade-off in efficiency between the direct representation of
syntax as grammar rules and the representation of syntax
by feature descriptions[3].

Another approach is to extend context free grammar
rules and to devise a devoted parsing algorithm. Pereira
proposed XGs[4] in which DCGs[5] are extended for gap
handling. He showed a translation method of an XG
into a Prolog program that implements a top-down back-
tracking parser for the grammar. Hirschman studied a
meta-rule treatment[6] of wh-constructions. She showed
a way to translate meta-description of wh-constructions
into Restriction Grammar rules, which is eventually im-
plemented as a Prolog top-down back-tracking parser.
The top-down strategy has an advantage for gap han-
dling since prediction of the gap’s occurence is relatively
easy. An approach based on bottom-up parsing are also
proposed|7], which uses the bottom-up left-corner pars-
ing strategy with top-down prediction. This approach is
alsé based on Prolog’s depth-first execution mechanism.
The top-down depth-first strategy is not efficient enough
for a large scale grammar rules.

This paper presents a direct extension of Chart Parsing[8
so that the gap handling task is naturally incorporated
within the efficient context-free parsing algorithm. We

first regard gap phenomena as simple as an unrestricted

extraction of an element from some grammatical cate-
gory. Then we put restriction on the algorithm so that
the constraints on gap phenomenon is implemented in
a modular way. For such a constraint, we describe the
Complex NP Constraint as a representative example.

The method can be implemented both in sequential
and parallel ways since Chart Parsing scheme itself is in--
dependent of the execution order. We believe that the
method is applicable to all parsers based on Chart Pars-
ing.

Chapter2 describes our extended Chart Parsing algo-
rithm by comparing it with the original Chart Parsing al-
gorithm. In Chapter 3, the notation for grammar descrip-
tion and its extension for the Complex NP Constraint are

explained.

2 Extended Chart Parsing Algorithm

2.1 The Chart Parsing Algorithm

This section shows the basic bottom-up chart algorithm(8}*.

The Chart algorithm is often explained by a graph. Two
types of edges, called active and inactive edges, comprise
the graph. The initial edges in the graph is the set of
inactive edges corresponding to the words in the given
sentence. A consecutive pair of words share a vertex ini-
tially. An inactive edge represents a partial parse tree
whose descendants are completely filled. An active edge
represents a tree some of whose right children are not yet
filled.

Two basic operations completes the algorithm. One
is to introduce an active edge, and the other is to fill an
open place in an active edge with an inactive edge. These
operations are described as Procedure-1 and Procedure-2
below. A data structure named a term is associated to
each edge. An inactive edge has as the term its parse tree.
An active edge also has the parse tree as the term, where

the incomplete parts of the tree are unfilled and left as

1 Although another type of Chart Parsing algorithm, the top down
Chart Parsing is also introduced in Kay’s paper, we only introduce
the bottom-up version and its extension. Applying the extension

to the top-down one is straightforward



open boxes. If an active edge represents a grammar rule
a—b, ¢, d, and the categories ¢ and d are not yet filled,
it has a term, [b [?]c [?]d ]a, where the question marks

represent open boxes.

Procedure-1: Let e; be an inactive edge of category a
incident from vertex v to vertex w. For all rules of
theform b — ¢j,¢z--- ¢, in the grammar such that
¢1 = @, introduce a new edge e, with the term [a
[?ez - - - [?]en]b, incident from v to w, provided that

there is no such edge in the chart already.

Procedure-2: Let e, and ¢; be adjacent active and in-
active edge. e, is incident from vertex v and e; is
incident to vertex w. Let [?]a be the first open box
in eq. If ¢; is of category a, create a new edge be-
tween v and w whose term is that of e, with the first

open box replaced by the term of e;.

Both these rules are applied to all qualifying edges or
pairs of edges, including any that arise as a result of

applying these rules.

2.2 Grammar Description

We show here the notation of grammar rules for gap
handling. Usually, a gap has a corresponding extracted
category that appears somewhere in the same sentence.
In the general case of context-free grammars, however, a
gap can be seen as a missing element in a certain category
which does not necessarily appear in the sentence. Thus,
we assume the general form of a grammar rule with a gap

is as follows:
a -->b, c¢/g, d.
This rule specifies that the category ¢ must have g as

a gap. Followings are an example of natural language

grammar rules:

(1) sentence --> np, vp.
(2) vp -==> v, np.

(3) vp —=> v.

(4) np --> det, noun.

(5) mp --> np, relpronoun, sentence/np.

The grammar rule (5) means a gap of category np ap-
pears in sentence. Some extension to the grammar de-

scription is introduced in 2.5.2.

2.3 Extended Chart Parsing Algorithm for Gap
Handling

This section describes how Chart algorithm is extended
to handle gaps. For this purpose, an extra datum is at-
tached to each edge. It is called a label and takes one of
three kinds of values, +gap, —gap or nil, where gap is
a category which is expected as a gap. The meaning of
each symbol is as follows: +gap means that a gap of cat-
egory gap is expected in the subsequent part of the chart,
—gap means that a gap of category gap has already been
used within the edge, and nil means that the edge has
nothing to do with gaps.

In the following extension, sets of new vertices are in-
troduced dynamically. Vertices in a set have one-to-one
correspondence with the original vertices. One set is in-
troduced by an invocation of an active edge that expects
a category containing a gap, though the set of whole cor-
responding vertices to the original ones are not intro-
duced at once. They are introduced one by one only
when they are required in the course of the algorithm.
They are in fact imaginary ones which are introduced for
the explanatory convenience. We use the notation like v’
and w’ for corresponding imaginary vertices to v and w.
We use x and y to represent both imaginary and normal
vertices in the procedure.

The initial configuration of the chart is the same as the
original one except that every initial inactive edge has
label nil. Procedure-1 and Procedure-2 are extension of
those of the original Chart algorithm. Procedure-3 cre-
ates the first imaginary vertex by an invocation of a rule
that contains a gap. Procedure-4 is to copy inactive edges
to their corresponding imaginary positions. Procedure-5

is to fill the gap.

Procedure-1: Let e; be an inactive edge of category
a incident from x to y. For all rules of the form

b — c1,¢2-- ¢, in the grammar such that ¢; = a,



introduce a new edge e, with the term [a {?]cz- .-
{?]ca]b and with the same label as that of e;, incident
from x to y, provided that there is no such edge in

the chart already.

Procedure-2: Let ¢, and e; be adjacent active and in-
active edge. e, is incident from v and ¢; is incident
to w. Let [?}e be the first open box in eq. If €; is
of category a, create a new edge e, between v and
w whose term is that of e, with the first open box
replaced by the term of e;.

The label L, of e, is defined according to the com-
bination of the labels L, of €5 and L; of e;:

If L, = nil and L; = nil, then L, is nil.

If L, = +gap and L; = +gap, then L, is +gap.

If L, = +gap and L; = —gap, then L, is —gap.

If Ls = —gap and L; = nil, then L, is —gap.

Procedure-2”: Let e, and e; be adjacent active and in-
active edge. e, is incident from v and e; is incident
to w. Let [?]a/B be the first open box in eq. If ; is
of category o and of label -8, create a new edge en
between v and w whose term is that of e, with the
first open box replaced by the term of e;. The label

of e, is nil.

Procedure-3: This procedure is an exceptional case of

Procedure-1 and Procedure-2, that is, when the fol-
lowing configuration occurs in either of above proce-
dures it is overtaken by this procedure:
When an active edge e, is to be introduced from v
to w in either of Procedure-1 or Procedure-2 and the
first open box in the term of e, is to be afb, create
an imaginary vertex, w’, corresponding to w, and
introduce the active edge e,’ from v to w’ instead of
€q. The label of e,,” is +b.

Procedure-4: Let e, be an active edge whose label is
+gap, incident to v’, where v’ is the corresponding
imaginary vertex of v. If e; is an inactive edge of
category a and of label nil incident from v to w,
create an inactive edge e;’ from v’ to w’ whose term

is that of e; and whose label is +gap.

Procedure-5: Let e; be an active edge incident to w’.
Let the category at first open box of its term be a
and the label be +cat. If the category a is reachable?
to the category cat, create an inactive edge from w’

to w whose term is [#]cat and whose label is —cat.

The label +cat means that a category cat has to be
filled in some subsequent position. This kind of labels are
attached only to those edges adjacent to imaginary ver-
tices. The label nil means that the current analysis has
nothing to do with gaps. This label appears only with the
edges between normal vertices. The label —cat indicates
that the gap of category cat has been filled within the
edge. Every edge with a label —gap is incident from an
imaginary vertex to a normal vertex. Thus, Procedure-2
covers all of possible combinations of labels for adjacent
active and inactive edges.

Once a gap rule is used and imaginary vertices are in-
f;roduced, triggered by Procedure-3, the analysis at imag-
inary vertices returns to normal vertices only through
Procedure-5. This guarantees that an introduced gap is
definitely filled to complete the invoked gap containing
rule and that it is filled exactly once. Note that different
rules that contain a gap introduce distinct sets of imagi-
nary vertices, so that the expected gap elements and the

filled elements have one-to-one correspondence.

2.4 An Example

Figure 1 shows the graph representation of the chart
when parsing ‘The man who she loved died,” assuming the
grammar rules in 2.2. Thick lines are inactive edges, dot-
ted lines are active edges, and arrows are inactive edges
whose labels are —np. Labels of edges adjacent to imagi-
nary vertices, v4’, vs’ and vg’ are +np, and labels of other
edges are nil. Table 1 is the chart. A row represents the
information of an edge. Each of them consists of the num-
ber associated with the edge, vertices on the both ends of

the edge, the term, the label, and the procedure number

2]f there is a rule o — - -+, then « is defined to be directly reach-
able to 3. The reachability relation is the reflexive and transitive
closure of the directly reachability.



# l from I to l term I label | Procedure
1 n vz | det (the) nil
2 v2 | v3 | noun (man) nil
3 vs | vy | relpro (who) nil
4 vy vs | np (she) nil
5 s v | v (loved) nil
6 ve | vy |v (died) nil
7 3 vz | [det,[?Inoun]np nil 1(#1)
8 v v3 | [det,noun]np nil 2(#7,#2)
9 v vs | {[det,noun]np,[?]relpro,[?]s/np]np nil 1(#8)
10 v v{ | [[det,noun]np,relpro,[?}s/nplnp +np 3(#9,#3)
11 A v | [¢]np —np 5(#10)
12 vy vs | [np,[?lvp)s nil 1(#4)
13 w vs ‘ [np,[?]relpro,{?]s/np]np nil 1(#4)
14 | v vi | np +np | 4(#10,#4)
15 | v vi | [np,[?}vpls +np 1(#14)
16 | vs | v | [v,[?Inp]vp nil 1(#5)
17 vy |wvg (v +np | 4(#15,#5)
18 | v | ve | [v,[?Inplvp +np 1(#17)
19| v | v | [¢lnp —np 5(#18)
20 | vi | we | [v,[¢]np]vp —np | 2(#18,#19)
21 A ve | [np,{v,[¢]np]vpls —~np | 2(#15,#20)
22| wu vs | [[det,noun]np,relpro,[np,[v,[¢Inp}vp]s/np]np nil | 2°(#10,#21)
23 vy vs | [[[det,noun]np,relpro,[np,[v,[¢]np]vpls/np]np,{?]vp]s nil 1(#22)
24 v vr | [vlvp nil 1(#6)
25 | un v7 | [[[det,noun)np relpro,[np,[v,[¢]np]vp]s/nplup,[vlvpls | nil | 2(#23,#24)
# 1: The Chart
[T — M Ve
i 11 >3 19
vy ey Vo 2™, Vg

1: The Graph Representation of the Chart




used to produce the edge. Each procedure number is as-
sociated with the edge number(s) used in the procedure.
For instance, 1(#1) means that the edge is generated
from the edge #1 by Procedure-1, and 2(#7,#2) means
that the edge is generated from the edges #7 and #2 by
Procedure-2. Terminal symbols are omitted in the terms
in Table 1. You must especially pay attention to the edge
#10 introduced by procedure3, which splits the parsing
path from the ordinal chart.

2.5 Noun Phrase Constraints

2.5.1 The Complex NP Constraint

There are various constraints that restrict construc-
tions involving gaps. This section gives a brief gram-
matical explanation of Ross’ Complex NP(Noun Phrase)
Constraint[9] as an example of such constraints. First,

consider the following sentence:

*The man who I read a statement which was about
¢ is sick.

The antecedent of the first relative clause “the man”
can be regarded as being extracted from just after “about”
leaving a gap there. This sentence is, however, ungram-

matical since it violates Ross’ Complex NP Constraint:

The Complex NP Constraint (Ross) Any element
cannot be extracted from a sentence that is included

in an NP with a lexically-filled nominal head.

The previous example is ungrammatical since the em-
bedded relative clause “a statement which was about”
has the lexically-filled nominal head “a statement” and
the outer relative clause requires its gap to be in the sen-

tence within the embedded relative clause.
Other examples that violate the constraint are:

*The hat which I believed the claim that Otto was

wearing ¢ is red.

*Here is the snowball which I chased the boy who

threw ¢ at our teacher.

The next sentence is sound since the embedded that-

clause does not have a lexically-filled nominal head.

The hat which I believed that Otto was wearing ¢ is

red.

The extended Chart Parsing algorithm used with the
grammar rules like in 2.2 accepts all of the above sen-
tences since there is no restriction on the places to fill a
gap. We will explain how such a constraint is realized in

the extended algorithm.

2.5.2 Incorporation of the Complex NP Con-

straint

The way to realize the Complex NP Constraint is to
prevent the gap information from being used in grammar
rules that define a noun phrase satisfying the condition
of The Complex NP Constraint. We introduce a special
notation to specify such grammar rules. In the follow-
ing sample grammar rules, a ‘=’ specifies that the rule
should not be invoked by inactive edges that have gap

information.

(5’) np ==> np, relpronoun, sentence/mnp.

The constraint is implemented in the extended Chart
Parsing algorithm by adding the following modified def-
inition of Procedure-1 for rules with ‘=>’. Note that now

Procedure-1 is applicable only to rules with ‘—.

Procedure-1’: Let ¢; be an inactive edge of category a
and of label nil incident from v to w. For all rules of
the form b => c¢j,¢2--- ¢cn in the grammar such that
¢; = a, introduce a new edge e, with the term [a
[?ez - -+ [?)en]b and with the label nil, incident from
v to w, provided that there is no such edge in the

chart already.

This means that grammar rules with ‘=>’ are never
used for invocation by inactive edges whose label is ei-
ther +gap or —gap. This modification also enables the
algorithm to parse nested occurrences of relative clauses

¢orrectly.



|: The man stood by the river which was calm.
parsed
sentence
|
np vp
| |
det-noun vp PP
[ | |
b vi  prep np
b | | |
I ] | np-——-- rel_marker---sentence
I | | | 1 |
L | |  det-noun | np-———— vp
[ | | | I | | |
I | | | | | | be_v--adj
l

| !

the man stood by< the river which

execution time

= 170 msec

(I |

gap was calm

|: The man knew the book which I read the statement about.

det---noun prep--np

parsed
sentence
|
np vp
l !
det-noun v2 np
l | 1 |
| | | np----rel_marker------~--—-- sentence
| | | | ] |
| | |  det-noun I Py vp
] | | | | ] |
l | | | I I V2o mm e np
| | l | | | ]
I I Bpmmm e -
| | | | | |
! | I | | |
] |

|
the man knew

execution time

the book which

= 180 msec

| 1 | |
read the statement about gap

|: The man who I read a statement which was about is sick.

execution time

= 50 msec

X 2: BSCRE B



2.6 Examples

This section shows some examples parsed with our sys-
tem. Take look at figure2. The first example shows a
usual sentence with gap. The second and third examples
show the realization of the Complex NP Constraint, of
which third example violates the constraint. The system
is implemented in SICStus Prolog 0.7 on SPARCstation
2.

3 Conclusion and Further Work

The extended Chart Parsing algorithm deals with the
most basic construction of gap phenomena. It is guaran-
teed by the algorithm that the extracted element occurs
only once as a gap. The nested cases of gap constructions
can also be treated properly by introducing the special
notation that restricts the extraction of elements from
specified grammar rules. We need to study various other
constraints and to identify the set of facilities necessary
for the broader coverage of gap phenomena.

For instance, in the following grammar rule, the left-
most child np cannot be extracted as an antecedent of a

relative clause.
np --> np, pp.

This rule may be rewritten to the following, assuming

that the notation <cat> restrict cat to be filled by a gap:
np --> <np>, pp.

Gap constructions introduce another complication when
they occur with coordination structure. An extracted el-
ement may have to be filled in more than one place in
coordinated sentences. A general treatment of coordina-
tion is necessary so as to realize the facilities in a modular
way, which requires further research.

An extension that is being undertaken is to incorpo-
rate the system with a facility to deal with other syntac-
tic as well as semantic information. The current system
supports grammar descriptions with DCGs, feature de-

scriptions, and their unification facilities.
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