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Abstract
An interesting and unique feature in the Japanese and Chinese language pair is the occurrence of common

kanji or Chinese characters in parallel texts which in fact allows even a monolingual reader to do a partial
alignment of corresponding sentences from the parallel texts. This paper describes how this feature may be
used as lexical constraints to improve the accuracy of automatic alignment of Japanese and Chinese texts.



1 Introduction

Japanese and Chinese are linguistically far apart
from each other. Yet there is a distinct commonality
between the language pair, that is the use of kanji or
Chinese characters which allows even a monolingual
Chinese reader to have a partial understanding of
Japanese texts.
translation texts, the monolingual reader can also

Given a -parallel Japanese-Chinese

manage a rough alignment of corresponding sentences
from the bilingual texts. The degree of accuracy
of alignment of course depends on the extent of
common Chinese characters used. The reader will
therefore have no way of aligning texts that contain
only hiragana and katakana such as those in young
children literature. However, general documents and
especially technical articles have enough kanji to
permit reasonable alignment by hand. Alignment by
hand, however, is necessarily a laborious task. It will
be interesting to see how Chinese characters in the
bilingual texts could be of use to automatic alignment
in the same way as in manual alignment.

The study of automatic alignment has in recent
years received attention from several researchers
(1)(21(3]{4](5]-
based machine translation proposed by Nagao[6]
which requires a huge volume of translation example

It is particularly useful to example-

pairs. Work on automatic alignment reported in the
literature may be classified into two main categories,
one being lexically based and the other statistically
based. The lexically based approach as in [1][2][5]
relies on the lexical contents of prospective sentence
pairs. Fot instance, in the work of Hwang and
Nagao[5] for aligning Japanese-Korean bilingual texts,
words in each Japanese sentence are first converted
to Korean words by consulting some lexicons. An
attempt is then made to find a Korean sentence in
the text that has the best match with the converted
sentence. Another lexically based approach by Kay
and Roscheisen[2] attempts to identify association of
words between the two texts based on the similarity
of word distributions in the texts. The statistically
based approach, however, performs alignment merely
by comparing sentence lengths of potentially matching
pairs with no regards to their lexical contents at all. It
is based on an intuitive premise that longer sentences
tend to be translated into longer sentences in the
target language and that shorter sentences tend to
be translated into shorter sentences. The methods by
Brown et al.[3] and by Gale and Church{4] fall into this
category but Brown et al. measure sentence lengths in

words while Gale and Church use characters as the
basis of measure.

Our work here represents a combination of the above
two approaches by allowing occurrence of kanji to
assist a statistical alignment based on sentence lengths.
Because of the lack of word delimiters in both Chinese
and Japanese texts, we will use characters (rather
than words) as the measure of sentence lengths as
in the work of Gale and Church[4]. In fact, Gale
and Church observed that their statistically based
method could achieve a high accuracy of 96% and
suggested that the remaining errors could be remedied
by introducing lexical constraints in their future work.
The use of kanji occurrence in our work offers a unique
yet simple means of lexical constraints not possible
in other language pairs. Our approach will now be
described. Section 2 will first demonstrate the need
for kanji as lexical constraints. Section 3 will then
discuss the basic strategy of matching. Section 4 will
then present the alignment algorithm in detail using
mathematical notations. Section 5 will give the results
of our experiments. Finally, section 6 will conclude
this paper with a brief discussion of our future work.

2 The Issues of Kanji

An issue that we need to address is that although
common kanji are found in parallel Chinese and
Japanese texts, different coding systems are actually
used for handling both texts which render them
totally different to the computer. A public domain
software sinocode helps to solve the problem by
allowing conversion among different coding systems,
such as JIS, GB, and Big5. As we are working in
the kterm (Kanji terminal emulator) environment, all
our Chinese texts are converted to JIS code. Thus
in this paper, all Chinese characters in the Chinese
texts appear in their corresponding kanji. Chinese
characters that have no corresponding JIS code are
converted to a special symbol by sinocode.

Another issue that we want to examine was how
much useful the reliance on kanji would be, as the
pure statistical approach by Gale and Church[4] has
already achieved a high accuracy of 96%. Gale and
Church also believe that their method should work
equally well on other language pairs. While in theory
the claim appears true as the method has no reliance on
lexical contents at all, a closer examination of parallel
texts of Chinese and Japanese reveals two problems
not found in the earlier work. The first arises from
an observation that Japanese words may be written



in kanji or hiragana. Thus “¥ ¥ A 4 HX” and “%
Z¥ Ay TAIKHBE” are just the same and may be
translated to Chinese as “&fiL47”. This gives rise
to a wider variability in the ratio for the number
of Japanese characters to that of Chinese characters.
A rough sampling over some 60 bilingual texts from
such bilingual materials as general essays[7][8][9], news
reports[10], scientific articles[11]{12][13], and language
lessons[14], shows that while most parallel sentences
give an average ratio of 1.4 for the number of
Japanese characters (kanji/hiragana/katakana) over
each Chinese character translated, the ratio can range
from 0.5 to 4. The wider variance will thus give rise to
a greater error in doing matching based on statistical
measure.

The other problem comes from differences in
sentential structures between the two languages. It is
observed that the punctuation mark period (“s ”) may
be used at different locations in the bilingual texts thus
preventing a simple matching at the sentence level.
The earlier works on alignment [1](2][3]{4](5] have all
required that sentences be matched as a whole. Gale
and Church[4], for instance, allow matching between
different combination of sentences from zero up to two
sentences but in the case of Japanese and Chinese
bilingual texts, matching between a greater multiple
number of sentences must be catered for. We have
found in one example that one Japanese sentence has
to be matched with 5 Chinese sentences. Allowing a
wider range of matching between sentences, however,
will greatly reduce the efficiency of the alignment
algorithm. Furthermore, the translation pairs created
will tend to be long and may not serve as good
examples for example-based machine translation.

What we hope, therefore, is to allow, as far as
possible, a sentence from one text to be matched with
a sequence of clauses or phrases of the other text. But
we first caution that it is impossible to pair up clauses
of a Japanese sentence individually with clauses of
a Chinese sentence as there will be cross referencing
of different words or phrases among these clauses.
However, if a period*! is used to end a sentence in one
text, and even if there is no corresponding period but
just a comma in the other text, that period serves to
indicate a self-contained entity in the former text, and
can be used to break up the sentence of the latter text
at the location of the comma in question. But allowing

*1 The same observation applies to other sentence punctuation
marks such as question marks and exclamation marks, but
we will treat them as periods for simplicity of discussion

matching of a sentencé with clauses and phrases could
lead to spurious matches with short clauses or phrases
whose lengths may not be significant enough to give a
conclusive match.

The above two problems, namely, the wider
variability in the character ratio and the provision for
matching with clauses and phrases, will reduce the
accuracy of alignment. This is where we feel that
common kanji appearing in both texts will provide a

useful means to alleviate the problem.
3 Matching Strategy

Our matching strategy is to use periods in one text
as clues to find break points in the other text, and
vice versa. Thus there are two phases. The first phase
is to break up Chinese texts into segments based on
periods in the Japanese texts. The second phase will
look for any period contained in each of the Chinese
segments to break up the Japanese sentence with which
that Chinese segment was matched in the first phase.
We will use an example taken from [7] shown below to
illustrate the two phases. Here, there are two sentences
in each of the parallel texts. But the first period in
both texts do not correspond to each other in position.

Japanese Text:

FHOWRE MRLICBEHTI st

T3, ThidBerErcdBnEcloc txd

LS ERT, HFONE® LFFIBAT LI, &

WHTFTIEFTCLRETEIDK,

Chinese Text:

FEMIFERBIEDTIEN TEIRER ) B, EHES

EITRERRBSSRE . bR S E AL IR MRS N

TR, —BRRTLURBI .

The first phase will rely on the first period in
the Japanese text to break up the Chinese text into
matching segments as shown below:

(J) FEORRE TRICRAERT tvsc i
KENTHD,

= (C) FENFFORBIEDEEY TR0 B,

(J) ThBEBHEFETHRABCE T 2 HBZ LW
5 BT, HFONR EFCHATHIE, vl
FTIBITCeRTEBIDK,

=(C) EHEFEFRBRE. HRRPEEy
EEIITIFRE R, —HTTLIRAIN T,

In the second phase, it is noted that the second
Chinese segment still contain a period which can be
used a clue to break up the corresponding Japanese
sentence, resulting in the final matching as follows:

(I) REORER MBI CRIEHT sl
CENTw 3,



=(C) RENFEFIEDFEY MLIRTEM &,

J) chiEBHeBETIBREFCHE L LHBL L
5 BT

=(C) BORESSERENRBEE.

(3) BFoh % EFCHATRIE, RAEFTLE
FCEeRTEIDH, .
=(C) b EWMBPEFEMRBNF AREONE —

BB T

Dynamic programming technique is used to find the
overall least cost in matching between sentences or
clauses broken up in the above manner. In the absence
of a simple probabilistic model as in [4], we have chosen
a heuristic cost function to impose suitable constraints.
The cost function is divided into two parts. The first
part imposes constraints based on relations between
the structures of the candidate pair. The second
part looks for kanji as constraints to guide the match.
We will call the first part S to stand for structural
constraints and the second part K for kanji constraints.

There are three terms in part S. The first term
computes the distance (i.e. the difference in lengths)
between a sentence and its matched candidate as a
measure of dismatch. In other word, the smaller the
distance the better the match. The second is provided
here because while we allow matching with clauses and
phrases, we would still like to give an advantage to
matched candidates that are full sentences as many
sentences do match with full sentences. The second
term therefore carries a negative sign to alleviate costs
for such cases. With the third term, we would like
to permit a few peculiar matching patterns but would
associate each with a positive cost. There are basically
three unusual patterns, namely 1-0, 0-1 and 2-z. The
first two refer to matching involving an empty string
while the last means two sentences being matched with
z number of clauses or phrases. The last pattern is
needed when there is no punctuation mark in the other
text to find a suitable break point. For instance, the
two Japanese sentences [7) “AHARH, L D HRXAH
ABEEID. CVOEYRILT, DEELHLDDL D
¥ BELTHVE T, ” have to be matched with one
Chinese sentence “H A E HEBXREMREAM, HE
s, CETERSSERHAYHE T. 7 as the first period
of the Japanese sentence “AL A F Ho ” cannot find a
suitable break point in the first Chinese clause due to
the absence of a comma at the appropriate place.

Part K in the heuristic function handles two kanji
constraints. The first term is a measure of occurrence
of common kanji found in both the sentence in question
and its matched candidate. Bonus points are added if

kanji found are consecutive in both texts. As the term
actually provides a measure of correlation between the
sentence and the matched candidate, it has a negative
sign. The second term in part K has to do with an
observation that in Chinese texts there are many two-
character phrases such as “fiH”, “BfLl”, “Am”, “AE
I”, and so on. Their shortness in length may not be
significant enough to decide whether a break point is
to be placed before or after the phrase. Fortunately,
it is observed that such phrases will not trail behind a
clause or a sentence. As such, a positive penalty cost is
given to a matched candidate that has such a trailing
phrase.

4 Alignment Algorithm

The two phases in the algorithm are very similar
and can be described with the same set of notations.
In the first phase, we call the Japanese text the source
and the Chinese text the farget, and vice-versa when
the second phase is running. Recall that in each phase,
the periods in the source are used to find break points
in the source. Thus, in the source, the basic units are
separated by periods and we call them source units.
In the target, the basic units are the smallest units
possible separated by any punctuation mark, and we
call them target units. '

We will first define a few notations. As we have
either a source unit or a target unit, let w denote
the type of a unit. Thus w € {s,t} where s and t
denote source and target, respectively. Let C¥ denote
the number of characters in the zth unit of type w.
Furthermore, let w;, denote the length (in number of
characters) from zth unit to yth unit of type w. While
normally, £ < y, we allow a special case where z = y+1
to mean an empty string. Thus we have for source
length and target length, respectively, as follows:

s = 0 fz=y+1 (1)
Tl TV, C f1<a<y

0 fz=y+1
oy = 2
i {ZZHC: f1<z<y @

Now let P¥ denote the type of punctuation mark at
the end of the 2th unit of type w. Specifically we have:

Py = { !
0
(3)

Let align(i,u,j,v) be the heuristic function that

if punctuation mark € { o | 7 ; }
if punctuation mark € { v , : }

computes the cost of aligning a sequence of ith to uth
source units with a sequence of jth to vth target units.



As explained in the last section, align(i, u, J, v) has two
parts as follows:

align(i,u, j,v) = S(i,u,j,v) + K(¢,v,j,v) (4)
5(%,u, j,v) computes the cost based on the structural
relationship between the source and the target and
contains three terms shown' below as explained in the
last section.

S(i:uvj:”) = fllpsiu - tj;ll - fZ(Pjt-l + P;)
+fa(peculiar(i, u, j,v)) (5)
where p denotes the ratio representing the average
number of target characters for each equivalent source
character. The first term thus computes the distance
measure between the equivalent source length ps;, and
the target lenth ¢;,. The second term examines the
punctuation marks preceding the jth-target unit and
ending the vth target unit, respectively, and returns a
cost appropriately. The last term looks for the presence
of any peculiar matching of 1-0, 0-1 and 2-z, and adds
a corresponding cost as follows:

1 fj=v+1
peculiar(i,u,j,v) =¢ 1 fi=u+1 (6)
3 fiz=u—-1

The values 1, 1 and 3 for 1-0, 0-1 and 2-z matching,
respectively, represent their relative frequency of
occurrence among the three patterns. Thus of all the
three peculiar patterns found in our rough sampling,
around 60% of them belong to 2-z, while the other two
were about 20% each.

Next the kanji constraints are handled by part K as
follows:

K(i,u,j,v) = —fa(kanji(i,u, j,v)) + fs(trailing(v))
(7)

Here, the function kanji(i, u, j, v) examines from the
ith to uth source units to find the number of kanji
that also appear in the jth to vth target units. For
each pair-of kanji found above that are consecutive
in both the source and the target, a bonus count of
2 is also added. The number computed for common
kanji is then divided by the total length of the above
source units to give the average common kanji per
source character. In fact, the occurrence of kanji is
precomputed so that kanji(i,u, j,v) is simply a table
look-up during the alignment process. The second
function trailing(v) returns 1 if ¢,, = 2 (i.e. the vth
target unit has only two characters) and that the 2-

character string € { M H. , Bfl , & , Bk, ... }.
In quations 5 and 7, f; (1 < 2 < 5) are the weighting
factors.

Now, let match(u,v) represent the total cost of
matching a string of source units from the beginning
(i.e. 1st unit) to the uth unit with a string of target
units from the beginning to the vth unit. By dynamic
programming, the algorithm is such that the total
cost match(u,v) is minimum and may be expressed

recursively as follows:

u—17(iuw)
match(u,v) = min min
iz j=p(i)

{match(i— 1,7 — 1)

+align(i,u,j,v)} (8)

where a, §(1), and v(i,u, v) are defined as follows:

aed +1 for phase 1 ©)
U for phase 2
. v+1 ifphase lAi=u
= 10
At { v otherwise (10)

“y(hu,v) = min {z](1<z<V)A

((txu < fmazpSiu A < u) \%

(tes € Lmaz A= u+1))} (11)

It is to be noted that the length of the source for
matching may range from zero unit to at most 2 units,
while the target length may range from zero unit to a
number of units controlled by (¢, u, v) which gives an
upper limit such that the target length will not be too
long to be out of proportion for a reasonable match.
a and f(i) determine whether the source and target,
respectively, will start with zero length, (i.e. u+1 and
v + 1, respectively). As all possible matches involving
empty strings must have been captured in phase 1,
there is no need to consider empty strings in phase 2.
Thus o and B(7) will be equal to u+ 1 and v+ 1 only
in phase 1, and furthermore B(i) will only be v + 1
when the source has only one unit (i.e. ¢ = u) because
we will not allow 0-0 and 2-0 matching. v(7,u,v), as
an upper limit, is to find an zth source target unit
as far down from vth unit as possible such that the
length t,, will not be longer than the equivalent source
length ps;, within a maximum allowance factor fiaz.
However, when the source is an empty string (i.e. when
i = u+ 1), there is no source length to compare, in
which case, ¢z, will not be longer than a predetermined
length L.

The recursion in equation 8 works backward and
terminates when both texts have been perfectly aligned



till their beginning or when one of the texts has been
passed beyond its beginning (i.e. u < 0 or v < 0).
As the latter case represents a mismatch, an oo cost
is associated with it. Mathematically, the terminating
condition is as follows:

0 fu=0Av=0
mateh(u,v) = { oo fu<0Vv<0) (12)

As mentioned in section 2, the average number of
Japanese characters per Chinese characters was found
to be 1.4 on average. Thus p is taken to be 0.7 (i.e.
the reciprocal of 1.4) in phase 1 and 1.4 in phase 2. All
other factors in the above equations were found by trial
and errors through repeated testing with 20 bilingual
passages. The foHowing values were finally obtained:
fi=1, f2=10, fa = 2, fq = 80, f5 =10, fmez = 3,
and Lyap = 15.

With all values in place, to align a Japanese texts
containing n sentences with a Chinese texts containing
m clauses or phrases, the program simply calls the
routine match(n,m). The two phases are then done
automatically in succession.

5 Experimental Results

Altogether, we have tested the algorithm with 64
short bilingual passages taken from [7][8][9][10][11]
[12]{13][14] including the 20 passages that were initially
used to determine the values of the factors in the
algorithm. ~ All the 64 passages contain a total of
270 Japanese sentences and 271 Chinese sentences.
The fact that the total numbers of sentences in both
texts are very close does not mean that one Japanese
sentence will be mapped simply to one Chinese
sentences in most cases. But rather some passages have
more Japanese sentences than Chinese sentences while
others vice-versa, such that some sentences have to be
matched with clauses or phrases within sentences of the
other text. If all the 64 bilingual passages are aligned
correctly, it should produce 309 pairs of translation
examples.

The accuracy of the algorithm is measured by
dividing the number of correct pairs obtained from the
algorithm by the total number 309. We have subjected
the 64 passages to three different testing methods. The
first was done by only allowing structural constraints
to govern the alignment process, i.e. using only part S
of the heuristic function in equation 4. The second was
by only allowing kanji constraints (i.e. only using part
K), and finally in the last method the whole function
was used, namely, both part S and part K. The results

Data Item S K S+K

(1) No. of passages - 32 30 57
aligned correctly }

(2) No. of correct 216 | 230 | 294
pairs produced .

(3) No. of incorrect 88 80 16
pairs produced

(4) Percentage of 0% | 74% | 95%

accuracy rate

(5) No. of passages
‘aligned correctly by 12 12 12
' any of the 3 methods
(6) No. of passages
aligned correctly only 0 3 10
by 1 of the 3 methods
(7) No. of passages
aligned correctly by 20 15 35
S+K and either S or K
(8) No. of passages not

aligned correctly by 4 4 4

any of the 3 methods

# 1: Table 1: Experimental results for 3 different
testing methods

are tabulated in Table 1.

Of the 64 passages, the numbers of passages aligned
correctly by each of the three methods were 32, 30 and
57, respectively, indicating that both structural and
kanji constraints are needed to produce good alignment
results. However, those passages that were not aligned
correctly in fact contained correct alignment pairs too
among erroneous pairs. Therefore it would be more
meaningful to see how many correct and incorrect
alignment pairs were produced, which are shown in
rows (2) and (3) of Table 1. It should be noted that the
total numbers of correct and incorrect pairs produced
did not necessarily add up to 309 as some errors were
caused by merger or splitting of correct pairs. The
accuracy rates for the three methods with respect to
the 309 pairs, are 70%, 74% and 95%, respectively.
It was indeed surprising to find that kanji constraints
alone can achieve an accuracy of 74%, which is even
slightly better than that by structural constraints only,
namely, 70%. This appears to be in line with the
observation that monolingual readers can manage a
partial alignment by merely relying on common kanji
in the bilingual texts.



Rows (5) to (7) in Table 1 give the following
interesting observations. Of the 57 passages correctly
aligned by the method S+K. 12 passages can be aligned
by either S or K or both, meaning that either structural
constraints or kanji constraints will do the job. Next,
10 passages can only be aligned correctly if both S and
'K are present, thus requiring both constraints together
to provide the correct alignment. Then there were
35 passages that can be aligned by both S and K or
by just either S or K alone. Of the 35 passages, 20
can be aligned correctly if both S and K are present
or just S alone, indicating that S is the contributing
component to the success of alignment. Similarly, the
other 15 out of the 35 passages were aligned correctly
with K being the contributing component, and whether
S is present or not is immaterial. Examination of the
contents of these passages shows that where structural
patterns in the bilingual texts are quite regular (such
as no unusually long or short translation), structural
constraints alone would be sufficient. On the other
hand, when common kanji are in abundance kanji
constraints can become a dominating factor. Passages
that have irregularities in translation but sufficient
occurrence of common kanji thus still can be aligned
correctly, as-illustrated in the following example [7].

Japanese Text:

B, LE» b HILHRECEFROBNMICT< . b
32> 3 B§fE] 20 53, WALHERARHBAME L e D 12 1985
#£3 A, TR Ec 6 Biffl b o & 2o FAR
BEE L7 ® & ARICHE TR X 220 o

Chinese Text:

B ERRILF TR LRSS IR, BE=
AR E it RALHTHRET— AR
EZAEHE, EBCRIRRRBIERAMNNS, ST
PRBHEGF I B A,

If only structural constraints are used, phase 1 will
produce the following intermediate result:

(3) ¥, EH>bRILFHRNCEFROBMICTT
{o

=(C) REHEEILFTHRMN LHNTEEFTRNE
fflo .

(3) bF 2 3 20 4, HALFREHSHEEL 2D

1198543 A, LIATREEM % < 6 Bflild o e &

Do :

=(C) SE=/ PR =+ OIS E i, HILHT
WET—HAA\RE= @,

(3) BEBAEL D & BRICHECEE L 5o 7o

=(C) EHLEIFIBERBIERANMIE, EFHE
WESEF BB A,

A simple manual calculation of the total distance
based on character counts between the matching
bilingual units will show that the result indeed gives
the best match over others but a visual inspection of
the kanji contents will show its obvious error, which
will lead to an incorrect final alignment in phase 2.
The passage, however, has sufficient common kanji to
give alignment cues. Thus by having both S and K
or in fact just K alone will yield the following correct
alignment in phase 1 and hence phase 2 as follows.

J) ¥, EH» o HILFHRHCHEHFROBMICHT
< o

=(C) R LERIFTHRMN LEFaIEET RO
o

(3) ¥ 3 B 20 5

=>(C) HEE= M=+ BMEE B tritho

J) FALFBARSFIE L D12 1985 4 3 H. LIgk
B EC 6 Bl o & ‘

=(C) FIFTHRETFT—NAARE=ZAEHE B3
IRt EIEmTRIER AN,

(J) FARBAEL 2 d & BRICETER X Ao e bo

=(C) EHRBBEERTFEIBRK.

Row (8) in Table 1 shows that there were 4 passages
which could not be aligned correctly by S or K or
both. The errors were due to overwhelming structural
irregularities over kanji constraints. Here again, these
4 passages are not entirely out of alignment as there are
still correct pairs produced by the alignment algorithm.
One final observation from Table 1 is in row (6) where
there were 3 passages that could only be aligned by
using kanji constraints alone but not both constraints.
The structural constraints appear in this case to
have detrimental eflects when the constraints penalize
irregularities in the texts.

6 Conclusion

We have presented an algorithm for automatic
alignment of Japanese and Chinese parallel texts.
While works on automatic alignment on other language
pairs have been reported in the literature, our work
Firstly, the
method handles two languages that are linguistically
different while the earlier works [1][2][3][4] involve
western languages with the exception of Hwang and

here is unique in several respects.

Nagao’s work[5] which deals with Korean and Japanese
but the two languages have similar grammatical
structures. Secondly, because of the sentential
structure differences, we have decided not to do
matching at the sentence level as in the earlier work

but rather allow matching of sentences with clauses



and phrases. Thirdly, the previous works used either
lexical approach or statistical approach, the current
work attempts to combine the two. Finally, unlike
other lexical approaches which rely on some indirect
means to obtain relationships between lexical contents
of the bilingual texts, our work simply uses occurrence
of common kanji to find a direct correspondence.

Because we allow matching with clauses and phrases,
matching was more difficult and error-prone.. The use
of both structural and kanji constraints has, however,
proven to be a remarkable means of guiding the
automatic alignment with an accuracy rate up to
95%. We believe. that the actual accuracy could
be even higher as we tended to select more difficult
passages for testing. Moreover, the factors used in
the heuristic function may be further fine tuned to
improve the accuracy. The current work, nevertheless,
has shown that kanji constraints have indeed provided
a unique and an interesting means to greatly improve
the accuracy of automatic alignment.

One final remark about kanji: in addition to
facilitating automatic alignment, we believe that there
are further advantages to explore from the occurrence
of common kanji. Once the sentences and clauses
have been aligned from the Japanese-Chinese bilingual
texts, finer correspondences may be possible within the
confines of each matched pair. Kanji could here offer
other possibilities in our future work. An interesting
area that we hope to investigate is the construction
of dependency trees from the matched pairs of
sentences/clauses. The common kanji found in the
matched pairs could then help in structural matching
of these dependency trees as in the work by Matsumoto
" et al[15] on the English-Japanese pair but there of
course without the help of kanji. With matching of
dependency trees, phrasal correspondences between
Japanese and Chinese will then be realized for use in
example-based machine translation as demonstrated in
the work of Sato[16].
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