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Abstract

When one utters a noun phrase, the referent of the noun phrase usually exists.
However, in a sentence with guantification or negation, it may not exist. In such utter-
ances, it is important to determine if the noun phrase has its referent when we infer what
the uttercr describes. In this paper, we extract “textual situation” from noun phrases in
discourse, then, following situation theory, use constraints to automatically dissolve nom-
inal anaphoric mechanisms. Morcover, we infer the scope of negation or quantification,
and some other implicit information surrounding the discourse by applying the anaphoric
relation.



1 Introduction

In natural language understanding, vari-
ous ambiguitics cause difficulties in determin-
ing the meaning of sentences. In this paper,
we focus on nominal anaphoric mechanisins,
one of the ambiguities observed in written and
spoken discourse. To dissolve the anaphoric
mechanisms, it is necessary to understand the
information carried by the sentence but not
explicitly specified by the written/spoken sen-
tence itsclf. To represent the cognitive mecha-
nism of human being, we adopt the Situation
Theoretic idea. In particular, the idea of “con-
straint” plays the major role.

Our aim is to reduce ambiguity in a sen-
tence to a minimum by dissolving anaphoric
relations and identifying referents.

2 Varieties of Ambiguity

There are many kinds of ambiguities in
discourse analysis. We will show that some of
them are related to nominal anaphora, quan-

tification, and negation, following Westerstahl[1].

o absorption ambiguity:

In the case of utterance! of an indefinite
noun phrase, particular in a sentence with
negation or quantification, the nonn phrase
may not have a referent. In this case, the
noun phrase.is absorbed, otherwise, it is
anchored.

o linking ambiguity: This is the ambigu-
ity where which antecedent the pronoun
links with.

o quantifier scope ambiguity: This is the

well-known ambiguity in quantification.

polarity ambiguity: This is the ambiguity
which occurs in a sentence with negation.

3 On SituationSemyantiés and
Situation Theory

) Situation semantics was first, proposed by
J.Barwise and J.Perry in 1980's. In situation
semantics, efficiency of information , that is
the features that one utterance is interpreted

IWe use expressions “utterer’ and “atterance” for
both written and spoken fragments.

in different ways depending on sitnations, is
important, and it constitutes the key concept( [6h.
Situation theory is a theory to be used to

" construct mathematical tools to fix such situa-

tions above[3]. Though there have been some
attempts to explain anaphora in the frame-
work of situation semantics or situation theory
([4. 1), few of these have been implemented
for computer processing([5]).

Constraints would provide the basis for
a naturalistic theory of meaning and infor-
mation ([2, 6]). In developing a computer-
processing system on the basis of situation
theory, constraints can be exploited to give the
system various kinds of real world knowledge.
While Barwise and Perry presented four kinds
of constraints[2]. we simply classify those into
two kinds: unconditional constraints which hold
in any situations; and conditional constraints
which hold or do not hold depending on the
situation. Some of these constraints are vio-
lable and others are inviolable.

3.1 Situation Theoretic
Account of NPs

According to [4, 8], when a noun phrase is
uttered, either (a)the parameter is newly in-
troduced or (b)the paramcter is already pro-
vided, or (¢)the parameter is absorbed. The
function of indefinites is likely to be (a), defi-
nites and pronoun to be (b), and the function
of indefinites in a scope of quantification or
negation to be (c).

The treatment of definite and indefinite
noun phrases liere is different from the tradi-
tional account in formal semantics which treats
them as quantified noun phrases.

4 Tools to Build the System

4.1 Textual Situation
4.1.1 Basic Concept

As one of the means to dissolve anaphoric
mechanisms, we adopt the idea of Textual Sit- .
uation which infers the utterer’s implied pre-
smmption in expressing the current fragment
from the text itself. It can be accounted as



a part of the utterance situation in situation
theory. We use this situation as a “condition”
of constraints.

4.1.2 Method to Extract
“Textual Situation”

In our system, most common nouns are re-
spectively given some textual featurcs in the
dictionary; for example, nouns which are re-
lated to a school, such as teacher, student,
blackboard, etc., have a feature “school’. Next,
we evaluate “textual situations” for each sen-
tence based on those features carried by the
nouns in the sentence.

A formula of “exponential smoothing” is
applied to evaluate textual situations so that
the expression ncarer to the sentence under
consideration will put greater influence on the
situation and exponentially smaller influences
on the farther situations. The formulae are as
follows.

forward evaluation

9 = oy + (1= a)f—1,

where
0<a<l,
Yo = 2a Tl (1-a)l,
n = number of nouns having some textual fea-
tures in the sentence under consideration
m = number of nouns having the textual fea-
tures under consideration
t = the index of sentence in the order of ut-
terances, 0 <t < T,
t=1 for the first sentence
t=T for the current sentence
%o = 0.
backward evaluation
Zr=az+(1— (l/)fH.l.

where

z¢ is defined likewise as y;,

Zpg1 =0,

T’ = the index of the last sentence of
current paragraph.

forward + backward cvaluation
&= P+ (L= Bz,

where 1/2<p8< 1.

4.2 Constraint System

Our constraint system which represents link-
ing relations is built in accordance with the
Text Rules in [1]. However, since those text
rules are basic. we add some other rules. Some
rules are built based on traditional accounts of
pronouns, i.e. “a rcfléxive pronoun must co-
refer with its S”(rule¥) or “a personal pronoun
must not co-refer withinits S™(ruleq).

4.2.1 Text Rules

Let LP; be a list of parameters in sentence
7, LP,-" be a list of parameters in sentence 7 to
j. and CS; be a list of constraint system in
sentence 1---2.

AN stands for anchor, AD for absorb, L (
note?) for link_with, CP for co-paramectric.

If ANz — yLa , thon yCPx (note®).

CS; is formed by adding linking constraint
to CS;_1. i.e., CS;—) UC'S; as follows:

rulel: If a paramcter x € LP; does not match
a paramcter y € LPI’_l «with respect to per-
son, geuder or number , add ~azLy .

rule2: For every pronoun paramcter z € LP;,
let X; be the string of carlier parameters in
LPi, and add AN. — zLX. if this string is
non-empty, otherwise add ADB..

‘

rule3: For every reflexive pronoun parameter
v € LP;, Jw € X;, and add AN, — vLw, and.
for every paramecter y € LD ~! add ~wLy.

rulef: For every personal pronoun paramecter
p € LP;, and for every parameter y € LP;
where y # p, add —pLy.

rule5: For every pronoun whose case is pos-
sessive, ouly rele! is applicable.

4.2.2 Order of the
Constraint Systems

In CS;. it one paramecter has more than
one constraint system (i.e. has several candi-
dates of antecedents) and the antecedents can
not link each other, an order representing the

12-m~y relation L is reflexive, symmetric, and transitive.

3in this paper, the term “co-parametric” is applied
instead of the term “co-anchored” in [1], since co-
parametric anaphora can be non-referential [4].



possibilitics of linkedness is given. The order-
ing methods are as follows:

Let z be a parameter under consideration
and Y be the list of possible candidates of an-
tecedents. If 2 has an attribute and there is
a parameter y € Y which has the same at-
tribute, prioritize the constraint system xLy.

For other parameters'in Y, weé use several
heuristics as follows:

Focus of utterer: In the current systemn,
the simple method is applied, i.c., the focus of
utterer may be the subject in a sentence, and
when indefinite noun phrase is introduced, the
focus may move to tlie new word, since an
indefinite noun phrase can have information
that new resource situation is introduced by
the utterance({8]). Information about the fo-
cus would be a part of resource situation per-
ceived by the speaker([2]).

Recency rule for subject: For this rule,
we simplify the rule which is shown in [7}. If
the parameter under consideration occurs in
the subject position and there is a paramecter
y € Y which occurs as the last constituent in
the previous sentence, prioritize zLy.

As the default value, an order is-given ac-
cording to recency.

5 Effect of Anaphora Resolution

When the anaphoric mechanisms are dis-
solved, the result reveals some latent informa-
tion. Some examples aie shown as follows:

e scope of negation
Suppose a sentence:
John didn’t eat a biscuit. ,

the content is 4

8 E=<TL, j<<mnned.ﬁ“Jolm"> >

When some parameter in the text links
with the NP “a biscuit”, this sentence is read
“co-parametric”, so that the content of VP is:
T1= [z| < EATING,

%, Yy < BISCUIT g0 ]
While no parameter can be linked with it, this
NP is to be absorbed and, therefore, does not

“Notations of contents in this paper follows [4].

have a referent. In this case, the content would
be more natural:
T1= [2] < [z.y] < EATING,

.Y, BISCUIT y» >]- 20 >].

o neaning of clliptical VP
Given the following seutence:

John; loves his; wife and Bill does,
too. . . '

the content is:
s EL T2, j > ALT2, b>>.

Wlhen some paramcters in the text link
with NP “his wifc”. this sentence is read “co-
parametric”, so that the content. of VI is:

T2= [¢| € LOVE. 2.9,1- ¢ WIFE-OF j» >}

In this case, we can read the sentence “John
loves Jolm's wife and Bill loves John's wife.”

For the reading of “John loves John's wife
and Bill loves Bill's wife”, the parameter for
“his wife” would be absorbed by the Absorp-
tion Principle which rules out absorbed pa-
rameters occurring in a restrictions on other
parameters ([4]).
The VP content is:
T2= [z,y| < LOVE. :

%Yyl « WIFE-OF yur> >}

We can infer this reading when no parameter
is linked with the NP “his wife™.

e scope of quantificrs
Given a sentence:
Every Japauesc loves his mother..

the content is:
< EVERY, [y|s =< Japancse, y >}, T3 >.

When some paramcter in the text is linked
with the NP “his mother™, this sentence is
read “co-parametric”, so that the content of
VP is:
T3= [y| € LOVE,

Y+ ZMOTHER-OF . u e\ ALE s>

In this case, the NP “his mother™ is not under
the scope of the quantifier.



Otherwise, if “every” scopes over “his
mother” , the coutent is:
= [y, 2] < LOVE,
Y z<<1\'IOTHER-OF.:.y<MALE_y>

And no parameter can indicate this NP from
sentences following thercafter, since it has been
absorbed.

5 >

6 Implementation

Algorithns are shown in the followmg, (see
figurel);

e step0  input text
Polarity, tense, and textual features are
gathered by morphological analysis and
syntactical analysis.

e stepl intra-sentential semantic analysis
Information related to anaphora is given
by variables at this stage.

e steps 2 through 6  inter-sentential se-
mantic analysis

—step 2 Let n be the sentence munber
under consideration.

— step 3 Let Fnp be a collection of nouns
in sentence 1 to n, and Bnp a collection
of nouns in the current paragraph.

If sentence number n > 2 , and there
is a pronoun in sentence n, check fea-
tures; number, gender cte., and build a
constraint system.

- step4d Evaluate the textual situation from
Fnp and Bnp, and if constraints is ap-
plicable, attribution of the nouns will be
inferred. Add the attributive information
to the constraint system.

- stepd  Give an order to the constraint
system. Then goto step2 for the analy-
sis of the next sentence, or step6 if n =
number of the last sentence.

— step6 Constraint systems are displayed
and scope of negation and quantification
is inferred.

6.1 Sample Fragment

The result of applying our system to some
simple text from [1]° is shown as follows. It

*To make the fragment more natural, some NPs
were changed.
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shows our method works properly and reduces
ambiguitics shown in [1].
Sample text

1 John took English.

2 He didn’t talk to a teacher

3 He wrote a report.
Constraint System: X

AN sub2 -> sub2 L obj1,"

AN sub3 -> sub3 L subi,

AN sub3 ~> sub3 L sub?,

AN sub3 -> sub3 L obj2
Therefore, o .
C3 = sub2 CP subl .AND. (sub3 CP subi

-OR. sub3 CP obj2)

Constraint from textual situation:
S«uttered—about, utterer, school» E
[et]er E<write-a-report,subj >] —
[ez]es =<be~a-student, subj >]
S«uttered-about, utterer, school>» }=
lesles =<English, = >} —

[eales =<be-a-course, x>
S<<uttered-about, utterer, schools» =
[esles =< took-course, subj >] —

[e6les =< be-a-student, subj >]

Order:
1: CS = sub2 CP subl .AND. sub3 CP subi
2: CS = sub2 CP subl .AND. sub3 CP obj2

sub2 stands for the subject in the sentence2, and
so forth.



From the anaphora relation gained in the
first order, we can infer:
scope: sen2 -> neg(a teacher)

focus: seni(John) -> sen2(John)
-> sen3(John),

then for the second order:

scope: sen2 ~> mneg(talk)
focus: senl1(John) -> sen2(John)
-> sen3(a teacher).

7 Remaining Problems

From a theoretical aspect, some problems
still remain.
Look at these sentences:

1 John loves his wife and Bill does,
too.
2 She is happy.

For sloppy reading of sentence 1, a parame-
ter “his wife” is absorbed so that we cannot
indicate either “John's wife” or “Bill's wife”
by the pronoun. However, some native speak-
ers say “she” on sentence 2 above can indi-
cate either one though there are ambiguities.
This fact contradicts the feature of pronoun
we have proposed before.

Also in [8], some examples to this point
are shown. For example,

John had never read a Russian novel
he disliked. But Bill has. It was War
and Peace.

where “It” can indicate “a Russian novel that
Bill had read” which is absorbed. Much the

same as [8] pointed out, these examples show

the relation between absorbed parameter and
pronoun and cannot be treated by such a sim-
ple manner. In this regard, more inspection
and classification of the features of pronoun
would be needed. '

Next, from the point of computer prograin
implementation, though constraints are given
manually in our current system, it can be im-
proved so that constraints are generated auto-
matically, and some studies of this point have
begun(9}.

Furthermore, we prepare to reconstruct our
system to embed semantic analysis in a syn-
tactical analysis to simplify the process of anal-

ysis and to represent more about the cognitive
mechanisins of human being.

8 Conclusion

We propose one means to help to dissolve
anaphoric mechanisms by applying “con-
straints”, the situation theoretic concept rep-
resenting implicit information and implemented
in this method. For “conditional constraints”,
we caleulate textual situations i.e. * the con-
dition™ for cacl sentences from common noun
phrases swrrounding the sentence wnder con-
sideration. Moreover, when we follow the sit-
uation theoretic account of noun phrases, we
can infer scope of negation or quantification,
or other information via resolved anaphoric in-
formation.
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