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Segmentation and Aggregation of Utterances

by Using Speech Act Labels
toward a discourse analysis

Mutsuko Tomokiyo
ATR Interpreting Telecommunications Laboratories

The article presents segmentation and aggregation of utterances by using speech
act labels for a discourse structure analysis for Japanese naturally-spoken dialogues.
The utterance segmentation consists in segmenting utterances into some units by
using cue patterns which are discovered through empirical studies of Japanese di-
alogues corpus at ATR. The segmented units are automatically assigned speech act
labels.

The aggregation consists in aggregating segmented units in groups by using a gram-
mar which is designed to use the speech act labels as terminal categories of the
grammar. Each of the aggregated groups indicates an attentional state of the par-
ticipants as the discourse unfolds. The discourse structure of dialogues is represented
as transitions of the attentional state of the participants.

The article focuses on speech act labels, grammar rules and representation of dis-
course structure of spoken Japanese dialogue.
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Introduction

The article aims to present a discourse
structure analysis and its representation
for Japanese spoken dialogue in the con-
text of telephone inquiries about travel
information, while proposing an utter-
ance segmentation and a label assign-
ment to segmented units.

Japanese utterances consist of short

clauses which are connected by auxil-
iary sequence, conjunctions or adverbs.
The utterances with which we are deal-
ing also contain repetitions, revision,
and insertions of fragments or clauses,
or consist of mere fragments. Difficul-
ties of Japanese dialogue analysis con-
sist in these situations as the concepts
of subordinate and main clause, as de-
fined within standard English grammar,
do not apply to it.
It’s the reason why we proposed an au-
tomatic segmentation of utterances and
discourse label assignment to the seg-
mented units, called stars.[14] The seg-
mentation of utterances enables us to
make manageable units for the discourse
analysis. In addition, the discourse la-
bel assignment make discourse relation
between stars apparent.[11]

After having made the segmentation
and label assignment, a discourse struc-
ture analysis is undertaken by using
rewriting rules which consist of speech
act and connectives labels. The rewrit-
ing rules is used to aggregate the stars
into some groups.

Representation of discourse structure
consists in an abstraction of “the state

of focus of the participants attention as
the discourse unfolds”.[5] The state of fo-
cus of the participants attention trans-
fers from Outset, On-and-on, Go-ahead,
Repetition, Volt-face and Flashback, New
to Upshot in a dialogue.

The article focuses on the merits of
using CAs and connectives labels to an-
alyze the discourse structure of spoken
Japanese dialogue and on presenting a
discourse structure representation.

1 Discourse structure
analysis

1.1 Aims of discourse
structure analysis

Aims of the discourse analysis are two
told in the context of the task of a ma-
chine translation or an interactive man-
machine system:

1. to determiner the reference scope
for pronouns or demonstratives,
and the search range for supplying
grammatical ellipsis

2. to represent topic transitions



1.2 Basic idea for the dis-
course structure analy-
sis

Discourse Structure?!

utterance a.

Communicative Act Label

FORIY VTNV pHW

(We have only single room that day.)

Communicative Act Label
YEMEFRHIZoTHS

(Il ask at other hotels.)

utterance b.

DS —> ((topic CA) (Connective) (topic CA))

(Leech 1983. Grosz 1986. Szatrowski 1993}

The discourse analysis consists in ag-
gregating stars in such a way as tracks
participants attention in a dialogue, so-
called topic transition. To aggregate the
stars or to make groups of stars, we use
rewriting rules we developed.

Basic thought is that the discourse
structure depends on rethorical factors,
intentional factors of speakers in utter-
ances and turn takings in a dialogue.
The rethorical one relates to how to ex-
press what a speaker wishes to convey.
It’s expressed by distinctive cue pat-
terns which belong to various grammati-
cal class; conjunctions, adverbs, interjec-
tions, and parenthetical clauses. We ex-
tracted them from EMMI corpus(8] and

recast them into labels, called connec-
tives in the article.

The intentional one relates to what a
speaker wishes to convey or what kind of
reactions from his conversational party
he expects. It’s expressed also by dis-
tinctive cue patterns which are located
as predicate phrases at the end of clauses
in Japanese. We also extracted them
from EMMI corpusibid.] and recast
them into labels, called Communicative
Act (CA) in the article.

We hypothesize the discourse structure
be represented as the sort of montage of
the labels of connectives and CAs.

1.2.1 Communicative acts labels

A communicative act is a communicative
goal or aim which can be expressed in
a language L by a distinctive and de-
scriptive set of conventional cue patterns
in specified discourse contexts. Commu-
nicative acts are thus similar to speech
acts, and similar to the pragmatic cat-
egories often called illocutionary force
type. However we restrict our attention
to communicative goals which can be ex-
plicitly expressed via conventional sur-
face cue patterns, thus excluding goals
which can only be defined in terms of
relations between utterances. Here are
some examples for CAs.[13][7][12]

e.g.
A: BEARZEBEWwWTETET

2 (Could I have your name?)
—action-request

C: 5KFF & EvEF (Suzuki,

Kazuko Suzuki) —inform



A sentence final cue pattern “C¥% %3
%" (Could I...7) expresses a interroga-
tive sentence to which the conversational
party replies “yes” or “no” as a response
at the grammatical point of view on one
hand, but on the other hand what the
speaker wants to get isn’t a response of
'yes’ or 'no’. His expect in his utterance
is to get the name of his conversational
party. Hence, C& ¥ 3 2> is labeled in a
different way from such an interrogative
sentence as WX HARDOEE ¢ (Is
Tokyo the capital of Japan?).

C:

$3KFIFTF (Suzuki, Kazuko

Suzuki) —inform

A $ K 1 F kT
-3 12 (OK, Ms.Kazuko Suzuki.)

—confirmation-question

“#2” is a sentential final particle that in-
dicates the speaker’s request for confir-
mation or agreement from the conversa-
tional party about some shared knowl-
edge. Hence, “C312” is recast into dif-
ferent label from “3” at the point of
the communicative goal.

CAs frequently depend on the tense or
aspect of utterances.

(a) ThohbrTFALICEED
FHEEELTEE 23 (I
phone a hotel for accommoda-
tions for you.) —promise

(b) THbrbrFLIKEED
FHEEL LCrE LA (I
phoned a hotel for accommoda-
tions for you.) —inform

The utterance (a) in the present tense
expresses a promise by the speaker, but
the utterance (b) in the past tense ex-
presses a kind of report by the speaker.
Hence, the two utterances are differently
assigned CAs at the point of view of the
communicative goal, although there is no
difference between the two except their
tenses at the grammatical point of view.

CAs frequently depend on the context
uttered in dialogues.

e.g. (a)

A ZTRECHB Tl E
% LT (Turn to the left there
and..)

C: E\W»(Hum) —acknowledge

e.g. (b)

A REERECHFTT D (Do
you know Kyoto Station?)

C: kv (Yes, I do.) —yes

“Iv" in (a) is as an acknowledge and
one in the (b) is a response to yes-no
question at the point of view of the com-
municative goal, although the two are
the same cue patterns.

CA labels are recast from such surface
cue patterns as above mentioned. Thus,
we discovered 276 surface cue patterns in
the EMMI corpus at ATR [8] and recast
them into 27 CAs.

1.2.2 Connectives

Connective is defined cue patterns such
as “DE¥ Db (after all)” and “z—&
(well)”, which serve as connectors be-
tween utterances. The connectives also



belong to various grammatical classes;
conjunctions, adverbs, interjections, and
parenthetical clauses!. Especially the
parenthetical clauses contains expres-
sions which previously explain the con-
tent of the utterance which will be ut-

tered in next utterance.
e.g.

thro®E & F 5 %
HLEWEF

('l give you my phone number
from now on).

These connectives are classified into 12
categories according to their functions.
Consequently, we have 27 CAs and 12
connectives labels 2,

2 Rewriting rules for
aggregating stars

A rule expresses two aspects at the same
time: the immediate dominance between
mother and daughter nodes and linear
precedence between sister nodes like or-
dinary context free grammars. There are
39 categories, which consist of the con-
nectives and CA labels as terminal sym-
bols in the rewriting rules. The pro-

1Some of the expressions taken as connec-
tives have both an ordinary use and a discourse
use. We don’t try to make differences between
these two types of usages clear.

2There are ambiguities for the automatic as-
signment of a CA label to a ster. The per-
formance of CA assignments is 85.75% on the
average.

jection along the bar-level from preter-
minals to the starting symbol is done
through three strata at maximum. The
top level represents a transferring dis-
course state in the context of a dialogue.
The second level branches in stimulus
and reaction. The stimulus or reaction
is a star or a sequence of stars. The
third level contains reactions to the re-
action. There are eight different kinds of
stimulus and four different kinds of reac-
tions. For example, utterances labeled
with question or action-request, in prin-
ciple belong to the stimulus. Utterances
labeled with inform or acknowledge be-
long to, in principle the reaction.

There are rewriting rules which are ap-
plied only to stars within a turn, and
rewriting rules which are applied only
beyond turns. The rewriting rules con-
taining the connectives labels are useful
to determine a relation between stars be-
yond a turn: either to connect to previ-
ous star or to separate from it.

e.g.

A vEYrbbikvnboLenEdh
(wh-question)

(Where are you located?)
C: FERER-¢$ (inform)

(I’'m at Kyoto Statiomn.)
A: Tt (then)

(So)

DT DH Y3 (inform)

(You are here in the map.)



(<0n-and-on> <--> (KPINT><PINFO0>))
(KPINT> <--> (<INT>))

(KINT> <--> (wh-question))
(KPINFO> <--> (<INFO><INFOCON>))
(KINT> <--> (wh-question))
(<INFOCON> <--> (then inform))
(<INFO> <--> (inform))

On—and—on

PINT =stimulus PINFO =reaction
INIT INFO INFOCON
wh—-question inform then inform

2.1 Representation of the
discourse structure

The discourse structure is represented as
results of an automatic description of a
sequence of transferring discourse states
in the context of a dialogue. The trans-
ferring discourse state is defined as a
state of focus of the participants atten-
tion as the discourse unfolds.

The state of a focus of the partici-
pants attention is represented as one of
10 states including open and close of
the dialogue: Qutset, On-and-on, Go-
ahead, Repetition, Volt-face and Flash-
back, New to Upshot and open/close-of-
conversation. The analysis result for a
short dialogue is shown in Appendix

Conclusion

One of the discourse analysis purposes
is mentioned to determiner the refer-
e1ce scope for pronouns or demonstra-
tives and the search range for grammat-
ical ellipsis. The reference of demonstra-
tives and pronouns falls 89% on aver-
age within an aggregated group, for 10
dialogues and 199 turns in total. So,
CA and connectives labels are consid-
ered to be useful from segmenting utter-
ances and assigning labels through the
discourse structure analysis. However, it
is an important question how to evaluate
the discourse structure analysis. If the
analysis is considered to be correctly per-
formed, when topic transitions are cor-
rectly traced, in the sense, we need much
more experiments to evaluate it.
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Appendix

Analysis result

A:(ith)
\v (greet) ;1
22— v VY RFATLCERET,
(inform) ;2
H¥0 AT V-
(inform) ;3
;(1 - 3)
[Discourse Representation
[[RELN <OPEN-OF-CONVERSATION>]

7 4 y'y 7';(1??0

[A [<OPEN-OF-CONVERSATION> greet <INFO0>]]

[A [<INFO> <INFO> inform]]
[A [<INFO> inform]]]]
C:(2th)
HLDL (greet) ;4
[(B0] BEBOFHEBELELVWATT R
Edo (action-requestl) ;5
A:(3th)
X\ (acknowledge) ;6
\V‘Oﬁic’ﬁg’C‘Lxﬁtxo
(wh-question) ;7
C:(4th)
[2—] NAo+E»rb+ZHT, v v 71
A—LTEBENLET. (inform) ;8
;(4 - 8)
[Discourse Representation
[[RELN <Qutset>]
[c [<PAR1> greet action-requesti]]
[A [<FINT> acknowledge wh-question]]
[c [<INFO> inform]]]] -
A:(5th)
br B b & K X w ¥ &
(action-request—- BFEL L KI i) ;9
;(9) ‘
[Discourse Representation
[[RELN <Volt-face>]
[A [<DEIX> action-request- BfFEL XX
w1111 -



WFDOY Y I AL—-LBRFELR>TED X
%o (inform) ;10
Y IADY X T EDFHES—HENAT
Fat, (inform+) ;11
VA DN EOEWEX—HEEL FAT
CTE¥nETH, (inform) ;12
C:(6th)
[] £ 5CF 2 (acknowledge- £ 5T
) ;13
;(10 - 13)
[Discourse Representation
[[RELN <Flashback>]
[C [<Flashback> <PINFO> acknowledge-
Z5TTHl]
[A [<INFO> inform]]
[A [<INFO> inform+ <INFO0>]]
[A [<INFO> inform]]]]
U+ (then- Lo d) ;14
YV IOy Y- EOREE BHELE
o (action-request) ;15
A:(7th)
S5 bY ¥ L ko (explain-9r 2» b ¥ L
<) ;16
; (14 - 16)
[Discourse Representation
[{RELN <On-and-on>]
[c [<INT> then- U+ 3 <AR>]]
[C [<AR> action-request]]
[A [<RMK> explain-43# b ¥ L7]1]1]
FHE R ET A E¥E T, (topic-HE
BEETnELEET) ;27 .
S ARFIF4# (confirmation-question+) ;28
ABD+HE»LFTZBEET, Yy ZA—a
vy Y "H%:?B'C"j-ho
(confirmation-question) ;29
B, =a—a—7vF4kFrCBHEEIT
THhe (confirmation-question) ;30
; (27 ~ 30)
[Discourse Representation
[[RELN <Repetition>]
[A [<INTCONFIRM> topic- fEEE X ¥ T\ 7
KE¥$]]

C:(12th)

kv (yes) ;32

v £5TF, (yes) ;33
1 (31 - 33)

[Discourse Representation
[[RELN- <On-and-on>]
[A [<INT> yn-question]]
[C [<INFO> yes yeslll]
[3]) £ht (add- Th k) ;34
FIRI—-XFxy 7 RELET D
(yn-question) ;35

- A:(13th)

b3BLATT, (yes) ;36

RNZ2R- T ORREBEAT I LICED T
&b, (permission-request) ;37
C:(14th)

5D ¥ L ko (explain-43 2» 9 ¥ L
%) ;38
; (3¢ - 38)
[Discourse Representation

[[RELN <New>)

[C [<NINT> add- ##L & yn-question]]

[A [<INFO> yesl]

[A [<PR> permission-request]]

[C [<RMK> explain- 43 b ¥ L7%]111]

543 hE 5, (thank) ;39
A:(15th)

S2a—Y v by ATARCHAVAEEEL
T ®» bh B ¢ 5 T ¥ »w F F.
(thanks-response) ;40

; (39 - 40)

[Discourse Representation

[[RELN <CLOSE~OF-CONVERSATION>]
[C [<THANK> thank]]
[A [<THANKR> thanks-response]]]]

N.B. 30 lines in the middle are omitted from
output result.

[A [<CONFIRM> <CONFIRM> confirmation-question]]

[A [<CONFIRM> confirmation-question+]]

[A [<CONFIRM> confirmation-question]]3]

EEESR-T=, MU, —LBECLL
LWwTL k53, (yn-question) ;31



