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Sentence Simplification for Machine Translation
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We propose a method for removing unnecessary words from sentences to faciliate
automatic translation. The hypothesis being that the resulting simplified sentences
will be easier to automatically translate, giving improved translation performance.
This paper evaluates the system in isolation against a test set of human shortened
sentences and also its application to assist two different machine translation systems.
We show the system is able to perform at close to human performance in shortening
sentences. We also show that we are able to significantly improve the performance of
the publicly available EGYPT machine translation (MT) system, and make a small
improvement to the ATR Translation System by pre-processing the input to these
systems.

1 Introduction tion as a method of simplifying sentences, with
an eye to combining the technique with other
simplification methods in the future. The
main motivation for selecting such a simple
strategy over a full paraphraser is that the task
is much easier and therefore fewer errors are
likely to be made by the system. We argue
later in this paper that accuracy is of pivotal
importance for this task.

Long sentences are often a problem for natu-
ral language processing tasks such as machine
translation and parsing. In general, such pro-
cesses require a search to find the optimal out-
put given an input word sequence, and this
search process often does not scale well with
increasing input word sequence length. One
strategy to mitigate this problem is to pre-

process the input sequence into a form that
Examples of this are
paraphrasing strategics to shorten or normal-
ize theinput. and sentence splitting techniques
that can be used to divide long sentences into
shorter, more manageable sentences. In this

is easier o process.

paper we consider the strategy of word dele-

2 Related Work

Word deletion has been used in other areas
such as sentence compression for document
summarization [6] and in the removal of dis-
fluencies in real human speech to aid MT [3].
These methods both differ from the method
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presented here in that they adopt a noisy chan-
nel model. In earlier experiments a maximum
entropy noisy channel model was built in com-
bination with a language model, but the re-
sults were not as good as those obtained using
the direct ME model we employ here.

Other work on using paraphrasers to nor-
malize the form of sentences to make them eas-
ier to translate has also been successful [11].
The paraphraser in this case operated by sub-
stituting word sequences in the training and
test corpus for a standard normal form.

3 Methodology

3.1 The ME Model

Our system is built within a maximum en-
tropy (ME) framework which allows the use
of a combination of a diverse selection of con-
textual features. The model has the following
form:

K
P(o,h) =~ H a{"(h'o) (1)
k=0

where:
- 0 is the outcome we are predicting;
- h is the history of o;
-~ is a normalization coefficient;
- K is the number of features;
- ag(k = 1, K) is the weight of feature fy;
- fr € {0,1}(k = 1. K') are feature functions.

The improved iterative scaling technique
[10] was used to train the parameters in the
ME model.

The features we use are functions of the
history of words, part-of-speech (POS) tags,
outcomes, and also of the words and POS
tags in the future. The POS tags are the
UPENN [7] tags provided by a maximum en-
tropy tagger. The features are composed of
unigrams, bigrams and trigrams of objects of
the same type and include the word whose out-
come is being predicted. The context used in

prediction is illustrated in Figure 1. In this
figure for example, the active word-based fea-
tures would be:

1 if oo=DEL & wg="‘really’
fi= .
0 otherwise

1 if 00=DEL & wo="really’ &

f2= w_y="really’

0 otherwise

1 if 0g=DEL & wo="really’ &
f3 = w_y=‘really’ & w_,="1

0 otherwise

Where o; is the outcome at offset 7 from the
word whose outcome is being predicted, w; is
the word at offset ¢, and the outcome “DEL”
means the word has been marked as deleted
(or to be deleted). “KEEP” means that the
word was not deleted (or is not to be deleted).

3.2 Search

The ME model provides us with the joint out-
come/history probability per word, but we re-
quire the conditional probability of the out-
come sequence given the history. We calculate
this by combining the per word joint probabil-
ities according to:

n
P(oy...opjwy...wp. ty.. 1) = Hp(o,lh,)
=1
Where w; ...wy, is the word sequence for
the sentence, 0y...0, the sequence of out-
comes and t; .. .t, is the sequence of POS tags.
The conditional probability is derived from the
joint probability using:

p(o.h)
p(DEL,h)+ p(KEEP,h)

It is necessary to search for the optimal se-
quence of outcomes. Since there are only two

P(olh) =

outcomes, for most of our sentences it is fea-
sible to perform a full search, and this is done
for sentences of less than 20 words in length.
For the few long sentences (less than 1% of the
test corpus) we employ a simple beam search
algorithm.



OUTCOMES:

POS TAGS:
WORDS: <S> i

<S> PRP

KEEP KEEP DEL 2 = 2 ?

RB RB VB </S>
really really do  </S>

Figure 1: The Context of an Outcome

4 Corpora

The word deleter was trained on a corpus of
approximately 20,000 English sentence pairs
(approximately 165,000 words). One sentence
in the pair being a simplified version of the
other, such that it is possible to derive the
simplied form from the original sentence only
by deleting words. This corpus is a subset of a
larger corpus of sentence pairs where the sen-
tences are simplified in an arbitrary fashion.
The guidelines for this simplifiction process
are described in [12]. Example sentences from
the training corpus are shown in Figure 2.

1. a compact car would be okay

2. actually there s going to be only me who
s playing

3. and for what date would it be

Figure 2: Training data (italic words deleted)

In the MT evaluation experiments, the
translation systems were trained on the ATR
Basic Travel Expression Corpus (BTEC) [13],
a corpus of approximately 400,000 sentences
(2.5 million words).

5 Experiments

5.1 Stand-alone Evaluation

In this experiment we measure the perfor-
mance of the word deleter with respect to a
test set consisting of 1018 test sentences each
with 9 reference sentences. The references
were provided by human annotators. We com-
pare the performance of the system against
two performance benchmarks. We used the
multi-reference word error rate (mWER) [8]

to assess our performance, since this method
has a very intuitive interpretation. Past ex-
periments have shown that this measure has
strong correlation with human performance
relative to several other schemes we have
tested, and importantly for these experiments,
includes no brevity penalty.

The results are shown in Table 1. The ME
word deleter had an mWER score of 3.25%.
This seems to be a very accurate score, how-
ever many of the sentences in the test set are
annotated by at least one annotator as not be-
ing compressible and it is possible to achieve a
good evaluation score by simply keeping all the
words. We therefore use the original sentence
itself in unmodified form as our baseline. The
human score in the table was calculated by
jack-knifing over the human references. Each
annotator was evaluated against a reference
set constructed from the other annotators, and
the results combined. The human scores are
worse than the machine’s score. This anomaly
is caused by inconsistencies among the hu-
man annotators’ output. Many of human’s
mWER scores were below 3.0% but one an-
notator had an mWER score of over 9%. The
ME word deleter score in Table 1 is for 9 ref-
erences rather than 8, the ME word deleter’s
score drops to 3.31% when the evaluation uses
the same reference sets.

Compression | mWER
Baseline 0% 8.04%
ME Deleter 12.0% 3.25%
Human 20.0% 4.66%

Table 1: Stand-alone Evaluation Results
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5.2 Improving EGYPT

For this experiment a well-known and pub-
licly available MT system was trained on the
BTEC English-Japanese corpus described in
Section 4. The system used was composed of
GIZA++ [9] to build the models, and the ISA
rewrite decoder [2]. The system was evalu-
ated against a 510 sentence BTEC reference
set with 16 references per sentence. The re-
sults are shown in Table 2.

The baseline system performed no process-
ing on the input sentence. The ‘Compressed
Test’ system deleted words from the test sen-
tences before passing them to the translation
system, and in ‘Compressed Train and Test’
the MT system was trained on sentences com-
pressed by the ML word deleter, and also
tested on the compressed test sentences. Com-
pressing the input sentences improved trans-
lation quality. however surprisingly training
the MT system on compressed data made the
translations worse. The explanation for this
is likely to be that the problems caused by er-
rors introduced by processing the training cor-
pus outweigh the gains from.making the train-
ing corpus consistent with the output from the
word deleter.

5.3 Improving the ATR Translation
System

In this experiment we evaluated the effect
on MT accuracy of our word deletion sys-
tem when applied to the input to the ATR
Translation System. This system has con-
siderably higher performance on the transla-
tion task, and is based on two MT systems:
HPATR [4] and SAT-greedy [14]. The final
translation is selected from candidates from
both systems using a language model and a
translation model [1].

The experimental methodology is very
similar to the previous experiment in that
we pre-processed the input before handing it
to the M1 system, however in this case we
only process segments of length greater than
6 words, since this translation system has little
difficulty with short sentences. The effective-
ness of this strategy for a different paraphraser

is discussed in [11]. The test data in this case
consisted of 502 sentences from the MAD4 cor-
pus [5], a corpus of transcribed speech data
that is less perfect than the phrase-book data
from the BTEC corpus. Again 16 references
per segment were used in the evaluation. The
results are shown in Table 3 and show only
a very small improvement in performance for
this system, we will discuss the reasons for this
in the following sections.

Compression | mWER
Baseline 0% 53.64%
ME Deleter 5.84% 53.40%

Table 3: ATR Translation System Results

6 Discussion

Figure 3 shows example unseen sentences with
the deleted word sequences shown in italics.
The first two sentences are fairly typical of
the operation of the word deleter on travel
data. Quantifiers and phrases that express po-
liteness are commonly deleted. In the third
sentence, a more ambitious deletion is under-
taken, the deleter is relying on the “i” at the
start of the sentence to combine with the “’11”
later on. This kind of deletion is successful
in this example, but can lead to errors. The
fourth sentence in the figure is an example
where the deletions have caused an ungram-
matical sentence to result. Although this is a
clear error, it is not necessarily going to pre-
vent the machine translation from generating
correct translations since the grammaticality
of the input sentences is not relied upon. The
final sentence is a pronounced illustration of
perhaps the most damaging negative effect of
word deletion. In this sentence. the system
has actually produced a perfectly valid short
form of the original sentence, however some of
the information in the original sentence has
been removed, and translation of this sen-
tence is unlikely to convey this information be-
cause the translation system does not have the
chance to use it. In fact, all word deletion sim-
plifications remove information from the sen-
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Compression (%) | mWER (%)
Baseline 0 61.00
Compressed Test 7.36 58.66
Compressed Train and Test 7.36 62.28

Table 2: EGYPT Evaluation Results

tence, and this information varies from virtu-
ally meaningless interjections, though words
that convey subtle nuance, to the removal of
valuable content words or phrases that convey
the main meaning of the sentence.

1. we would like some sake please

2. and ah how many people will be in your
party
3. 1 think ¢ 1l just take a taxi

4. 1 ‘m afraid that my feet may be too big

5. the restaurant is on the left hand side of
the road

Figure 3: Example output (italics deleted)

This approach is also affected by the na-
ture of MT evaluation methods. Both the
NIST and BLEU scoring systems explicitly in-
clude a term that penalizes shorter sentences,
and we therefore adopt the mWER score to
evaluate our system'’s performance, although
even this carries an implicit length penalty by
virtue of the references in the reference set
having not been constructed in a concise form.

7 Conclusion

In this paper we have presented an effective
method for removing words from English sen-
tences. The system performed well when its
output was compared to a reference set of con-
cise sentences. The system was also able to
improve the performance of MT systems by
pre-processing their input.

The success or failure of this approach
hinges on whether the gains in translation per-
formance made by simplifying the input, are
able to offset the losses incurred by damage
caused by erroneous word deletions and miss-

ing information. For this reason, it is neces-
sary for our word deletion system to be very
accurate, making few errors in its output. and
this motivated our choice of model. Our sys-
tem has achieved a high standard of accuracy,
as shown by the stand-alone evaluation re-
sults. The differences between the small im-
provements to the ATR Translation System
and the larger improvements to the EGYPT
system reflect the differences in translation
quality between the two systems. The ATR
Translation System is more capable and there-
fore receives less benefit from the word deleter.

In theory it is possible to apply this word
deleter to any language for which we have
training data, but in practice there are diffi-
culties with other languages since not all lan-
guages have a clear definition of “word”. We
trained and tested our word deleter on a sis-
ter corpus of Japanese data paraphrased in
the same way as the English data, but our
word deleter in its present form was not able
to paraphrase Japanese as well as it can para-
phrase English. The unit we used to rep-
resent the “word” in these experiments was
the morpheme. The problem was due to the
fact that in Japanese there are often long se-
quences of morphemes. all of which need to be
deleted in order to preserve the grammatical-
ity of the sentence. Work is currently under-
way to address this issue by making a word
deleter which deletes at the level of bunsetsu.
The idea being that busetsu can usually be
removed without damaging the grammatical-
ity of the sentence. This word deleter will be
combined with a second word deleter trained
to delete morphemes from within bunsetsu.

Future versions of this word deleter will
incorporate other models within a log-linear
framework. In particular, a language model of
the target sentence and an target length model
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will be included. The latter can be used to
control the length of sentences produced by
the system, should a greater or lesser short-
ening be required for a particular application.
We intend to use this system in combination
a sentence splitter and other paraphrasing de-
vices to further improve its effectiveness.
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