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Abstract As the Internet continues to grow, there has been much research activity on providing a more dependable
and robust networking. As the Internet routing architecture was designed based on the assumption that terminals
and networks are fixed, the notion of network mobility has also brought needs to reexamine the current Internet
architecture with concerns on scalability and optimality associated with mobility. This paper describes the current
routing protocols related to mobility and discusses, from the IP mobility essence, on ways for providing reliability
and dependability to the inter-domain routing. We also present a novel peering method for BGP speakers that
would allow ASes to automatically and dynamically restore from failures. The detail extensions made to BGP and
its applicability to the current BGP networks are additionally presented.
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R line, where reliability and dependability are considered more
1. Introduction .
important. Unfortunately, however, IP networks today are

Recently, high quality and high performance have become
great concerns for users running disruption sensitive appli-
cations over the Internet. On the other hand, continuous
and rapid replacement of conventional Public Switched Tele-
phone Network (PSTN)-based voice service to Voice over IP
(VoIP) have made the Internet become part of a vital life-

frequently disconnected and isolated due to failures from op-
erational errors, hardware and software problems, and those
of natural disasters. Such an event leading to instability of
routes is a critical issue for a vital lifeline, as it not only
degrades the IP performance, but also, in the worse case,

causes unavailability of the IP service.
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As the Internet continues to evolve, providing fault toler-
ance has become an important key step towards a reliable
and dependable inter-networking. Unfortunately, the Inter-
net lacks fundamentally the ability for each individual IP net-
work to autonomously and dynamically reconfigure, reform,
and recover networks upon failure. The current Internet is
neither incapable nor suited for providing such feature, as the
architecture was designed with an assumption that networks
do not change topology once configured. The design also
included a policy of keeping the core routing system simple
and giving the intelligence to end hosts. However, the in-
novation of network technologies have created the notion of
network mobility, where intelligence is given to routers and
movement transparency is provided to subnets. Though the
architecture has limited applicability, an essence similar to
IP mobility shall give a useful input and thoughts in provid-
ing mobility to core routing systems.

In this paper, we focus on one of the key components of
the Internet, the Border Gateway Protocol (BGP) (1], and
discuss, from the IP mobility essence, on ways for provid-
ing reliability and dependability to the inter-domain rout-
ing. As an application of the discussion, we present a novel
peering method for BGP speakers that would allow Au-
tonomous Systems (AS) to automatically and dynamically
restore from failures. The remaining sections are organized
as follows. Section 2 describes the current work in IP mobil-
ity and IP multihoming from the fault tolerance perspective.
Section 3 discusses mobility support that covers larger net-
works for disaster tolerant networking. Section 4 presents
the approach taken towards restoration of ASes with detail

extensions made to BGP. Finally, we conclude in Section 3.

2. Related Work

2.1 IP Mobility Support Overview

Mobility protocols in general provides ways for nodes to
be reachable through an unique identifier regardless of its
attachment point to the Internet, and additionally provides
ways to preserve established connections during handoffs.
For IP mobility, the feature is provided at the IP layer, al-
lowing nodes to remain reachable through an unchanging IP
address.

Originally, IP mobility was introduced to relax the use of
the IP address as both a network locator and as an identi-
fier of today's Internet architecture, and provide a so-called
ubiquitous access allowing users to access and be accessed
from the Internet. However, in terms of providing service
continuity during handoffs, the technology is also capable of
offering robustness and fault tolerance in the event of failures.
IP mobility support for subnets can be said more effective

than thaose for hosts, as much more hosts and services can

£ 1 Different Levels of Mobility Support

Feature Reference

Host Mobility Mobility Support for IPv4 (RFC 3344) (2]

Mobility Support in IPv6 (RFC 3775) [3]

HIP: Host Identity Protocol (RFC 4423) [4]

Network-baed Local Mobility Management [5]

IPv6 Site Multihoming (Shim6) 8]

Subnet Mobility | Network Mobility Support (RFC 3963) {6)

Connexion by Boeing [7]

AS Mobility ? Support for larger networks?

benefit from fault tolerance. Though IP mobility support is
currently limited to hosts and subnets, extending the idea
for further providing support of larger networks, such as an
AS, may realize dependability and reliability to inter-domain
networking,.

In the following section, we describe some of the recent
work presented or standardized at the Internet Engineering
"Task Force (IETF), for understanding the architectural com-
monalities and differences of IP mobility support and to fur-
ther discuss applicability for larger networks. Table 1 shows
the different level of mobility support. Note that the Shim
protocol is not precisely a mobility protocol, but provides a
similar feature through multihoming.

2.2 IP Mobility Support Technology

There has been much research in the area of IP mobility
support for moving hosts and standardization efforts at the
IETT, namely Mobile IP [2,3], HIP [4], and Network-bascd
Local Mobility Management [5]. Additionally, the IETF has
also studied and recently standardized an IP mobility proto-
col for moving subnets, called Network Mobility (NEMO) [6].
The protocol is much like as that of Mobile IPv6, only that
the router serving as a gateway between the moving net-
work and the Internet provides movement transparency to
the nodes located behind.

For many of these protocols, the network architecture in-
volves an agent located at the infrastructure for forwarding
packets. Depending on the protocol, such agent is called
a home agent, a mapping agent, an anchor router, or a ren-
dezvous server. In any case, forwarding of packets is achieved
in an overlay-like fashion over the IP routing infrastructure
using, for example, IP-in-IP tunneling. Such an approach is
basically unavoidable with the current Internet architecture,
as the [P address is used as both an identifier and a locator.

On the other hand, the Connexion by Boeing [7] demon-
strated an interesting approach through its commercial
flights for providing global network mobility. The network
architecture greatly differs from existing approaches in that
the Border Gateway Protocol (BGP) is used for mobil-
ity management. The architecture introduces BGP route-
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servers as ground stations for announcements and with-
drawals of routes associated with the aircraft’s mobility. For
example, when an aircraft is near ground station “A,” routes
are announced via ground station “A” with an origin AS
number of that of ground station “A.” Once the aircraft is
near ground station “B,” routes are withdrawn from ground
station “A” and re-announced via ground station “B” with a
new origin AS number of that of ground station “B.” Though
routes converge within about a minute unfortunately, how-
ever, various communities have raised concerns on the impact
of the excessive announcements and withdrawals give to the
.global routing system. As the Internet continues to show a
trend in growth on the global routing table, such an instabil-
ity event, or a flap, is considered critical as they delay route
convergence, consume network resources, and bring concerns
on scalability.

A related approach, not precisely mobility, but host mul-
tihoming, is the Shim protocol (8], proposed and standard-
ized at the SHIM6 WG. The Shim protocol scparates the
IP address, namely the locator, from the identifier used and
presented to the upper layer protocols and applications. The
mapping of the locator and the identifier is achieved through
introduction of a new sub-layer between the IP layer and the
transport layer, called the shim layer. Though the proto-
col is limited only for hosts and does not provide mobility,
the use of multiple locators for a given identifier simulta-
neously offers high availability and reliability. The protocol
also provides mechanism for failure detection and recovery
for a faster restoration. From the architectural point of view,
the Shim protocol does not rely on an agent at the infras-
tructure, however, as a tradeoff, peers must also be Shim

aware for hosts to benefit from the Shim feature.

3. Proposal of AS Mobility as Fault Tol-
erant Networking

If one could design the Internet architecture from scratch,
one may consider extending IP mobility support to provide
fault tolerance for larger networks, such as an AS. As the goal
of IP mobility support is to provide a permanent IP address
regardless of the node’s attachment point to the Internet, AS
mobility allows ASes the ability to peer with other ASes on-
demand and still maintain reachability. If the architecture
could also relax the dependency with other nodes, all routers
would eventually become mobile, providing robustness to the
network as a whole.

ASes can benefit today from AS mobility as a way to re-
store its network during disasters. This is rather important
The earth-
quake that hit the Niigata Prefecture on October of 2004
isolated a village for hours as massive amount of incoming

in terms of prompt recovery of vital lifelines.

AS 600 \5
Y

A

e

B 1 Overview of AS Restoration

calls to this area heavily congested the network [9). Op-
erators were unable to reach the sites for recovery, as the
roads were either heavily damaged or blocked by landslides.
Though the network luckily survived from a complete failure,
however, this tragedy demonstrated the need for networks to
autonomously and dynamically reconfigure, reform, and re-
cover networks upon failure.

In terms of providing fault tolerance, multihoming is an al-
ternative to AS mobility. For example, many AS composing
the Internet today peer with multiple different ASes simul-
taneously to form a multihomed topology. In the event of a
failure, the alternative paths and routes are used as backups.
If the availability of these routes can be ensured, permanent
Internet connectivity are provided to IP networks. Unfortu-
nately, however, the availability of such pre-confignred routes
can not be ensured as failure may also affect backup routes.

4. Autonomous System Restoration: Sys-
tem Design

As an attempt to provide dependable inter-domain net-
working, this paper focuses on one of the key components
of the Internet, the Border Gateway Protocol (BGP), and
presents a method that allows a network to automatically
and dynamically recover from failures, called AS restoration.
Dedicated BGP speakers within an AS are provided the abil-
ity to autonomously and dynamically reconfigure, reform,
and recover networks upon failure.

This section discusses the approaches taken towards AS
restoration and additionally describes the overview of the
protocol with detail extensions made to the peering proce-
dure of BGP.

4.1 Approaches and Discussions

AS restoration allows for an AS to restore connectivity
through another AS upon failure. AS restoration is different
from multihoming in that the route used for restoration is not
pre-configured, but discovered on-demand. The overview is

presented in Figure 1. For example, in the event of a disas-
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ter, BGP speakers of isolated ASes may rely on the wireless
links such as nearby hot spots or satellite links to discover
other peers for restoration. One reason for not multihoming
is to save operational cost. Unless otherwise noted, a failure
described in this paper represents the unavailability of the
layer 3 routes.

In restoring ASes, one can inject routes through the discov-
ered peer and propagate its routes via BGP updates. One
can also establishment a tunnel with another node where
routes are aggregated and announced. In terms of minimal
impact on the global Internet routing system, the tunneling
approach is more beneficial, however, the availability of the
route to the node is not ensured after failures.

As disaster tolerant networking is particularly needed in
today's networks, ease of deployment is also an important
factor in designing solutions. For example, solutions that re-
quire modifications and replacements of all routers are less
deployable as to solutions that require only the dedicated
routers to implement a specific capability. As a side nole,
such a requirement is also listed in [10], a document listing
the requirements for a new inter-domain routing architec-
ture.

In summary, we have considered the following items as
requirements for a disaster tolerant networking.

e The restoration of ASes should be achieved in the IP
routing layer and should not rely on upper layer protocols
such as tunneling. For concerns on the affect on the global
routing table, the solution is dedicated for lifeline recovery
after disaster, thus the restoration should not occur as fre-
quently.

e The restoration process should not rely on the exis-
tence of pre-configured routes such as multihoming.

o The solution should be easily deployable to meet to-
day’s demands.

4.2 Protocol Overview

BGP requires that all BGP speakers within an AS must
be fully meshed, which is known to cause a serious scaling
problem for large ISPs. AS Confederation for BGP [11] has
thus been defined to relax the full mesh requirement, dividing
each AS into multiple sets of smaller ASes, called Member-
ASes. The AS restoration discussed in this paper targets
restoration for these Member-ASes.

A dedicated BGP speaker of each Member-AS periodically
checks for its connectivity with other neighbor members of
the confederation. If the BGP speaker finds its AS being
isolated from its confederation (i.e. connectivity to neigh-
bor ASes is lost), the BGP speaker then attempts to re-
store connectivity through discovery of another peer within
a reachable distance, either that of the same confederation

or a different confederation. If the discovered peer belongs

Peering as distinct AS

Pecring as Member-AS

AS Path Sequence: 100 200 300 fox AS Path Seqoence: 300 100
AS Coafederation Scfuence; AS Confederation : 100 63002 65001

Lo detection

2 Migration to peer confederation

to the same confederation, a session is then established dy-
namically between the two BGP speakers.

If the peer belongs to a different confederation, the BGP
speaker translates its AS number along with its AS Confeder-
ation Identifier to migrate as a new Member-AS of the peer
confederation. Such a migration to the peer confederation
is necessary for successfully receiving update messages from
the previous AS, as shown in Figure 2. For example, if the
member of AS 100 attempts to restore connectivity as a dis-
tinct AS of AS 200, the AS Path sequence of the UPDATE
message would already include its own AS number, caus-
ing loop detection. Thus, the migrating Member-AS must
peer as a member of a peer confederation. Once the connec-
tivity through the original confederation recovers, the BGP
speaker silently disconnects the established sessions and mi-
grates back to the original confederation. The details are
described in the following sections.

4.3 Discovery of Neighbor BGP Speakers

One of the key issues in disaster recovery is the ability for
networks to recover from failures promptly. Currently, fail-
ure recovery in BGP is realized either by configuring multiple
session between two BGP speakers or through multihoming.
If existing sessions fail, BGP does not provide any mecha-
nism for peering with other undiscovered BGP speakers.

In the event of a failure, the BGP speaker attempts to dis-
cover other neighbor BGP speakers. In performing the dis-
covery, we extend the Neighbor Discovery Protocol (NDP)
for IPv6 [12] together with IPvG Stateless Address Autocon-
figuration [13] for generating a link-local address, ensured
unique on the link, and additionally for learning the local
topology. Figure 3 shows the overview of the discovery pro-
cedure. An extension is made to the Neighbor Advertisement
(NA) message of the NDP to carry the parameters necessary
for establishing BGP sessions, which are, Member-AS Num-
ber, AS Confederation Identifier, and IPv4 address of the
interface. Figure 4 shows the newly defined option format

for use with the NA message.
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The message is sent with a newly defined Acknowledgment
flag as an indication to request the peer to also reply back
with a NA message. Each BGP speaker should store the pa-
rameters of the received messages in its database for use later
with the BGP OPEN message and additionally to manage
multiple peers simultaneously. If multiple BGP speakers are
discovered, the BGP speaker may peer with all discovered
BGP speakers or may choose a BGP speaker based on local
policies.

4.4 Dynamic Peering with Discovered Neighbors

The peering procedure of BGP consists of exchanging a
set of OPEN messages and a KEEPALIVE messages over
a T'CP connection between two BGP spenkers. The OPEN
message contains a field for carrying the AS number of the
BGP speaker and optional parameters, called BGP Capabil-
ities [14], listing the capabilities supported by the speaker.

As discussed earlier, each Member-AS must migrate to the
peer confederation for restoration to avoid routing loops. For
a Member-AS to migrate to a different AS Confederation, the
dedicated BGP speaker must make sure that the Member-AS
number does not cause conflicts with the remote Member-AS
numbers. As the Member-AS numbers are meant to be vis-
ible only within a confederation, other confederations may
also use the same Member-AS numbers. As a result, expos-
ing the numbers may result in duplication between confed-
erations. Therefore, the two BGP speakers must use their
AS Confederation Identifier for the AS number field of the
OPEN message. Additionally, a new capability, called Dy-
namic Peering Capability, is defined and used in the OPEN

AS 65002
Canfedcration 200

AS 6500
Confederation 100

e 2
! (ASN, cmﬂ'bor Adventisemeny
H

: p/—\\
federation 1D, P Address) Store BGP peet info
Neighbor Advertt 1D, WAM"“) (-

Store BGP peerinfo (ASN. Confederation
[ \\_/

T i

Database
Generste OPEN message
using the stored peer info BGP OPEN Messsge 9/\
v Generate OPEN message
:r::l::l‘::\ﬂ/ BOPOPENMessoge | using the stared peer info
N Message
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F \Trnstste the
BGP KEEPALIVE Message AS number
%

B 5 Sequence of messages for AS Restoration

messages to request the peer to also send OPEN messages
in order to establish connection. The capability code of this
message is to be defined with the option length of 0.

Figure 5 shows the sequence of messages for peering. When
the BGP speaker of AS 65001 detects itself being isolated
from neighboring ASes, the BGP speaker sends a BGP
OPEN message with the Dynamic Peering Capability. The
message is sent to the candidate listed in the database con-
structed via neighbor discovery. Once the BGP speaker of
AS 65002 receives this message, it verifics the parameters
and replies back with an OPEN message. Once both BGP
speakers receives a KEEPALIVE message from the peer, the
session is successfully established.

4.5 Exchanging BGP Updates and Path At-

tribute Modification Rules

The primary function of BGP is to exchange net-
work reachability information through UPDATE messages
Each UPDATE message
includes the sequence of which the message traversed,

over the established session.

used to avoid routing loops. The sequence is identi-
fied as ASSSEQUENCE of the AS_PATH attribute.
sages exchanged within a confederation are identified as
AS_CONFEDERATION_SEQUENCE, which is an attribute
visible only within the confederation.

Mes-

For the Member-AS to become pari of the remote confed-
eration, the AS_PATH modification rules described in [11]
needs to be replaced to avoid routing loops. An example
of the path attribute modification is illustrated in Figure 6.
In the figure, BGP speakers A and E, and BGP speakers B

and C belong to the same confederation, respectively. BGP
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speakers A and B have the capability for AS restoration,
while others are unmodified BGP speakers.

When the BGP speaker A attempts to restore its
AS through BGP speaker B, the BGP speaker B re-
places, for all messages from C, the entry in the
AS_CONFEDERATION_SEQUENCE to its AS Confeder-
ation Identifier of 200 and additionally prepends another
200 for its own AS. BGP Speaker A receiving this message
prepends its Member-AS number of 65001 to the same se-
quence. For the UPDATE message originating from BGP
speaker E, the BGP speaker A performs the same operation
of that of BGP speaker B. As the AS numbers presented in
the path attributes are mainly used for loop detection and
for counting the number of AS traversed, replacement of the
AS numbers allows restoration of AS:

4.6 Failure and Recovery Detection

Failure detection and recovery can be achieved in various
ways. Though the detail method is left out of scope, one can
monitor the availability of the paths to neighboring ASes.
Additionally, for BGP speakers to dynamically establish and
terminate sessions following the detcction, the BGP finite

state machine is extended as shown in Figure 7.
5. Open Discussions and Conclusion

This paper focused the Border Gateway Protocol and dis-
cussed, from the IP mobility essence, on ways for providing
reliability and dependability to the inter-domain routing. As
an application of the discussion, we have presented the no-
tion of AS mobility and described a novel peering methed
for BGP speakers that allows AS restoration, effective for
disaster tolerant networks. The detail extensions made to
BGP and NDP were additionally presented.

As a way to verify our proposal, we plan to implement the
proposal on Linux system and examine inter-operability with
vendor routers. In terms of security threats on the peering
process, we believe that the local link of these BGP routers is
administratively secured and that it can be further ensured
using Secure Neighbor Discovery (SEND) [15]. These issues

NOTIFICATION
-~

7 Changes to BGP Finite State Machine

are, however, open for further study.
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