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Abstract Group signature scheme is one of the most active research area in recent cryptographic algo-
rithms/applications. Typical signature algorithm is a combination of dozens of elliptic curve {EC}, modular, integer
and hash arithmetic operations on data whose bit width exceeds 1,000 bits. A full-H/W IP core is desired for the
use of the group signature in S0Cs in slow-clock mobile devices. In order to construct a high performance and con-
figurable group signature IP, connecting multiple modular / EC arithmetic units (sub-IPs) and a simple controller
not by a wide-band bus but by & narrow-band bus is appropriate. While conventional behavioral synthesis from
C-language was used, the development of an additional behavioral synthesizer for parallel scheduling of sub-IP level
(C function-library level} operations was necessary. We explored an optimum H/W architecture for a typical group
signature algorithm and found that at most 5 modular sub-1Ps is enough. Practical H/W speed of less than 0.1
seconds at 100MHz on a 130nm standard cell ASIC library was achieved.

Key words Group Signature, Security H/W, IP core architecture, Behavioral synthesis, C function level paral-
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1. Introduction

Group signature scheme, first introduced by Chaum and
Heyst [1), is one of the most active research area in re-
cent eryptographic algorithms/applications [2]-~[6]. In this
scheme, users can sign messages anonymously, although
there is an authority that can trace the signer. Group sig-
natures have many practical applications such as e-voting,
e-cash, fingerprinting, vehicular communication and so on
{7]. (8]. Regarding to the apeed of group signature, a recent
S/W implementation [4], (5] based on a typica! signature al-
gorithm described in [3] achieves 0.1-0.2 seconds on a 3GHz
PC, and this speed is fast enough for practical use.

However, H/W (IP core) implementation has been desired
for the use of group signature in LSIs in slow-clock {up to

300MHz or so) mobile devices. To the best of the authors’
knowledge, there have been no report on H/W design of
group signature algorithm.

Typical group signature algorithm [3]~[5] is a combination
of dozens of primitive arithmetic operations which are also
used in RSA and elliptic curve cryptography (ECC}[9], [10].
The H/W architectures such as "FSM + datapath” and
"standard embedded CPU (ARM etc.) + IP core accelera-
tors” are not suitable for group signature, because of design
difficulty, slow speed, low portability, or vulnerability to side
channel attacks[11], [12].

In this paper, we investigated an appropriate H/W archi-
tecture and design methodology for designing a high per-
formance group signature, as follows. Please note that our

design target is an IP core for SoC and we are not designing
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a PC accelerator.

1. We found that amount of data iransfer between primi-
tive operations {elliptic curve {(EC), modular, INT and hash
operations) is little in the group signature. Therefore, the
best way to achieve all of high performance, portability and
configurability is to connect a data transfer controller and
multiple sub-IPs, which execute each primitive operation,
not by a wide-band bua but by a single narrow-band bus.

2. We applied a two-level behavioral synthesis design strat-
egy. The use of C-based H/W modeling and behavioral
synthesis [15)~|19| make officient H/W development possi-
ble, by eliminating time-consuming RT-level simulation work
{single group signature computation consumes 10M to 300M
clock cycles). However, conventional behavioral synthesizers
only support parallel scheduling of C-embedded operators
{+,—.*,/, etc.) and cannot efficiently arrange the execution
order of higher level {sub-IP level) functions whose operation
mode can be changed at run time. Therefore, we made an
additional custom behavioral synthesizer for the sub-IP level
scheduling, in order to derive a paralleled computation se-
quence. This custom synthesizer is specific to typical group
gignature algorithm.

3. Using this custom synthesizer, we investigaled a rela-
tionship between total computation speed and the number of
sub-IPs. We found that the performance bottleneck is speed
of modular exponentiation and the parallel use of at most 5
modular sub-IPs is enough, in both signature generation and
verification.

As a result, practical H/W speed of less than 0.1 seconds
at 100MHz (max 150-200MHz) on a 130nm standard cell
ASIC library, using 350-500Kgate and 6-9KB SRAMs, was
achieved.

This paper is organized as follows. In Section II, we in-
troduce a fast group signature algorithm. In Section III, we
explain the proposed circuit architecture and design method-
ology. In Section IV, we will show performance optimization

results.
2. Group Signature Algorithm

2.1 Model

In this paper, we have implemented one of a typical and
fast group signature algorithm described in [3)~[5]. Four en-
tities join in a group signature scheme; User, fssuer, Opener
and User-Revocation manager. The Issuer has the author-
ity to add a User into a group, Opener has the authority
to identify the signer, and User-Revocation manager has the
authority to revoke a member ( User) from a group.

While a group signature scheme hag the procedures such
as Key pair generation, Join, User revocation, Update, Sign,
Verify and Qpen, only the Sign and Verify procedures have

been implemented, because our IP will be embedded into
LSIs in consumer electronics devices and the entity Fser will
be the main user of our IP.

2.2 Security Parameters

We employ a set of security parameters x = {kn, K¢, Ke,
Kety Kq, Ke, Bg), Where kn, K¢, K. and k. are bit-length of
n, £, e and €', respectively, &, is bit-length of order value of
an elliptic curve G, & is output bit-length of a hash func-
tion which is uaed for the Fiat-Shamir heuristic, and xg is
bit-length such that when we pick r as |a| + xg-bit random
number for any integer a, then a + r and r are statistically
indistinguishable.

For standard security level whose key length corresponds
to RSA-1024 and ECC-180, the actual values of &n, K¢, ke,
Koty Kq, Ke and x5 are 1024, 1024, 504, 60, 160, 160 and
60, respectively. Besides, for high security level whose key
length corresponds to RSA-2048 and ECC-224, these values
are 2048, 2048, 736, 60, 224, 224, 112, respectively.

2.3 Public Key and Secret Key

Let G denotes a finite group whose order g is a prime num-
ber, where bit-tength of g is kg, Also, let QR(n), A, |G,
+¢ and —. denotes a quadratic residue modulo n, a set of
integer values in a range [0,2) where A = Kn + &q + Ks,
scalar multiplication on an elliptic curve, point addition and
point subtraction, respectively.

The key pairs (public key and secret key) for each en-
tity are as follows; (1) lasuer’s key pair ipk = (n,ao, o1, az),
isk = {(p1, p2), where p; and p; are safe prime numbers whose
bit-length are x,/2, n = p1ps and ap, 61,62 € QR(n), (2}
Opener's key poir opk = (g, G, Hy, Hz2), osk = (11, 12), sat-
isfying y1,42 € Zq, G € § and (H1, Hz) = ([n]G, [2]G)
{3) User-Revocation monager’s key poir rpk = (£,b,w),
rsk = (£1,£2), where £; and #; are safe prime numbers whose
bit-length are k¢/2, £ = £1£2 and b,w € QR(£), and (4) The
i-th user's (U;) key pair mpk; = (hi, Ai, €}, By}, msk; = z,,
satisfying =, € A, h, = [z,|G, By = b mod 8 e = 2% +e),
and agay’ = A;' mod n.

2.4 Signature Generation Algorithm

The inputs of signature generation algorithm are ipk, rpk,
opk, mpk;, msk; and a message m. Let Hash : {0,1}" —
{0,1}"< denotes a collision resistant hash function and e; =
2"%c+¢}. In this paper, we have used en elliptic curve specified
in FIPS PUB 186-3 and SHA-1". The signature generation
algorithm is shown below.

1. Choose pg € Zq (pm,pr) € {0,1}7%/F x {0,1}"¢/2
he € {0, 1}A+x¢+us’ by € {0,1}5.+(R”/2)+nc+n3, Hyt €
{0, 1}n¢r+s¢+x5‘ M E {D'l}x,-+(n¢i2)+n=+x3 and pg € Zg,

1: Circuit performance will not change oven if some other standard
hash functions, such as SHA-2, are used,
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Sub-1P / operation mode Blt length | CLK cyciea | Times Ratio
EC / scalar mult. 160 740,11 7 15.5%
EC / point add. 160 3,441 4| <0 1%
MOD / modular mals. 1024 x 1024 2,771 5| <0.1%
| MOD / modular exp. (10247 1,476,441 2 9.0%
MOD / modular exp. (1024)°17 2,696,681 2] 186.5%
MOD / moduler exp. (1024) V7 4,170,281 1] 12.8%
MOD / madular exp. (1024)T79F 6,505,921 1| 10.9%
MOD / medular exp. {(1024)1909 7,708,661 1| 23.8%
MOD / multiplicatlve inv. 1024 030,956 2 B.7%
INT / mult. 160 % 60 266 1] <0.1%
INT / mult. 160 x 160 316 1 <01%
INT / mult. 160 x 578 846 1| <0.1%
INT / mualt. 160 x 1016 066 1| <0.1%
INT / mult. 160 x 1244 1,178 1 <01%
INT / mult. 6512 x 50 406 1| <01%
IN'T / mult. 512 x 504 1,298 1| <0.1%
INT / modulo 321 % 160 3,466 1| <0.1%
INT / module 1464 % 160 27,346 1| <0.1%
HASH / SHA-1 {message len) | (< 10.000) 1| <0.3%
PRNG / random num gen 1680 B53 3| <01%
PRNG / random num gen 280 B91 1| <0 1%
PRNG / random num gen 512 1,261 2| <0.1%
PRANG / random num gen 752 1,391 1| <D1%
PHNG / raodom num gen 1238 1,511 1| <0.1%
PANG / random num gen 1464 2,061 1] <0.1%
Data transfer & control - 1,288,806 - = 3.8%
TOTAL (sequentlal oxec.} —— | 33,008,913 —= | {100%)

Table 1 Example speed of primitive operations in signature gen-
eration {process independent, standard security level)

randomly.

2. Compute E= (Eo, E,, Eg) = ([ps]G,hi+elpE]H1, hite
[pz] Hz) and Vooospar = ({18]G, [12]G +e (beiH1, [4z]G +e
(el ).

3. Compute {Acom, Beom) = (A1af™ mod n, Biw® mod
£) and (Vecwer, Vewmser) = (a4 ah* Aghs, mod n, w Bobi
mod#).

4. Compute ¢ = Hash{x, ipk, opk, rpk, B, Acom, Bcom,
VieoCiphors Voo, Vooerov, M),

5. Compute 7z = CTyF iz, Ta = C Pt s, Tt = ceipr-i-pg,
Ter = ce} + por and TE = £pE + pg mod g

6. The output signature is (B, Acom, BcoM, & Te, Te, Tery
Ty, TE).

2.6 Signature Verification Algorithm

The inputs of verification algorithm are ipk, opk, rpk, mes-
sage m and the signature ¢ = (E, Acom, Beom, €, Te, Ts,
Tety Te, TE) Which is attached to m.

1. Check if both |7z] £ A+ K.+ ks and |Ter| £ Ker + Ko+ g
hold. If hold, then go to the next step. Otherwise, cutput
reject.

2. Compute Viacipner = {[7]G —c [¢] By, [7:)G+. [7E]|H1 —
[C]E], [Tx]G +e [TE]HZ - [C]Ez).

3. Compute Viuer = agel®al’
Vdoaner = b BS55, mod £.

4. Check if ¢ = Hash(x, ipk, opk, rpk, E, 4com, Boom,
Veostapsers Vooesrx, Vicenev, M) bolds. If holds, output accept

AT (e2™e+7,:)

cOM mod r and

and otherwise, cutput reject.

[ Sub-IP / eporation mode Bit length | CLK cycles | Times | Hesio |
EC / scalar mult. 160 740,131 7] 16.0% |
EC / point add. 160 3,441 5[ <01% |
EC / point aegation 160 71 3| <01% |
MOD / modular mult, 1024 x 1024 2,771 5| <0.% |
MOD / modular exp. (1024)'°7 844,741 2 5.2%
MOD / modular exp. (1024) 77 1,478,441 1 4.5%
MOD [/ modutar exp. (1024)75° 3,607,241 1| 108%
MOD / meodular exp. (1024)799 4,180,761 1| 12.0%
MOD / modular exp. {1024) 7797 6,518,361 1| 201%
MOD / modular exp. {1024) 1% 7,716,137 1| 23.8%
MOP / multiplicative iov. 1024 930,858 2 5.8%
INT / modulo 1485 % 180 27,208 1| <00%
HASH / SHA-1 [5F] 280 L[ <01%
Data trangfer & control —— 1,001,399 - 3.2 %
TQOTAL (sequential) —— | 31,804,240 —— | (100%:}

Table 2 Example speed of primitive operations in sighature ver-
{fication {process independent, standard security level)

3. Group Signature IP-core Architecture

3.1 Features of the Algorithm from H/W Design
Standpoint

Typical group signature algorithm has some significant fea-
tures, from H/W design standpoint, as described below.

- The algorithm is a complicated combination (more than
70 steps in total) of primitive operations listed in Table 1
and 2. An appropriate parailel scheduling of different kinds
of primitive operations, whose clock cycles are also much
different, is an important key to speedup.

- Bit width of data is large and most of data should be
stored not on registers but on SRAMs. In each primitive op-
eration, most of the computation time is occupied by SRAM
access cycles. Besides, only a small ratio (a few percents} of
total computation time is consumed by data transfer between
primitive operations (see Table 1 and 2).

- Although it iz not yet well known what kinds of side
channel attacks [11]~[14] are effective against group signa-
ture algorithm, careful implementation will be necessary be-
cause the algorithm involves large number of arithmetic op-
erations compared to traditional encryption algorithms and
therefore, much information on secret keys can be leaked to
attackers via computation time or power waveform.

- Computation time of each primitive operation is inde-
pendent of data/key value, when a countermeasure to timing
attack [11] is incorporated. (It is always the case in crypto-
graphic H/W implementation. )

3.2 Issues in Conventional H/W Architecture

There have been two standard approaches to implement
conventional security algorithms into H/W. The first ap-
proach is a "datapath + control FSM" architecture in Fig. 1.
Typical ECC and RSA circuits have this structure (9] and the
FSM part can have a hierarchica! structure [10]. However,
this architecture is not suitable for group signature H/W,
because parallel execution of multiple operations of varying

kinds and with different execution times is almost impossible.
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The second approach is to implement the group signature {Number of units =1 to 5) sub-P [Gutzide cors)

algorithm on a standard SoC architecture in Fig. 2, where
an embedded CPU and some IP accelerators are connected
to on-chip bus {(multi-CPU architecture can be used). Main
issues in using this approach are: {i} reuse of the H/W in
ather SoC is not easy because bus architecture and memory
map are often very different, (ii) the group signature algo-
rithm may consume too long CPU time as a single compu-
tatiorf, and (jii) precise management of computation timing
and power waveform is difficult because there are much in-
terference by bus traffic and interrupt from unrelated SoC
tasks. Such interference can be used by side channel attack-
ers in order to make analyzing key values easy.

3.3 The Proposed IP-core Architecture

We have decided to enclose all of group signature compu-
tation into a single IP-core, as shown in Fig. 3. Our group
signature IP (Fig. 4) has an internal structure where multiple
fast arithmetic units (sub-IPs) and a data transfer controller
are copnecled by a local bus.

The use of 4 single narrow-band bus is specific to group
signature algorithm. Neither multiple buses nor wide-band
bus is necessary, because amount of traffic on the bus is lit-
tle as mentioned in Section 3. 1. This simple bus architecture
enables high configurability of number of sub-1Ps and high
routability at back-end design process.

2! In some mobile devices, CPU time assigned to o task is strictly re-
stricted.

Fig. 4 The proposed group signature IP architecture

Each sub-IP corresponds to elliptic curve {EC), modular,
long-bit integer and hash arithmetic operation respectively,
and has multiple function modes for varying kinds of opera-
tions and data bit width as shown in Table 1 and 2. Internal
structure of sub-IP is almost the same with the structure in
Fig. 1.
on Montgomery domain [9] and EC arithmetic is done on

For fast computation, modular arithmetic is done

Jacobian coordinate of Montgomery number representation.
The number of SRAM ports in each sub-IP is equal to the
maximum number of simultaneous R/W accesses.

In Fig. 4, a compact custom-made controller is used in
order to transfer date between each sub-IP, issue computa-
tion start commands and monitor computation progress in
the sub-IPs. This controller never perform arithmetic com-
putation. Micro-code (firmware) for the contraller is stored

in a ROM or a combinational logic circuit.

4. Design Flow of Group Signature IP-
core

4.1 Full Use of Behavioral Synthesis and FPGA
Prototyping

QOur methodology of designing group signature IP ia sum-

marized in Fig. 5. Our IP is constructed by conventional

building-block approach, i.e., each sub-IP is made and tested

-174 -



Step 1. Make SAW golden model In ANS| C/C++,

Long-bit Brithmetic | Gp.lalgrm?mp-bwjgnz‘mu -------- +{To Step 4)
oparaﬂnn librarian T

: Modl.lnr SHNPRNG
g SMI func SAV func

.-

Step 2. Make HW model of each sub-P in a H/W C (SyetemC elc.).

Main modifications: Modidar prithrmatic
- Oplimize bil-width of SAN func :I R =S
-Op numbar rep COMPAre | SystomC ote
« Romovs axcess Woduar arhmetc
- Remove usa of memoery auucation el
. AN modal

Add HW synthesit options. In SystomC otz.

Step 3. Standard behavloral synthesls. Get performance data.

MOD ! mukt 2771k "ogﬂvuehmggfﬂt

MOD { exp1484 77056861ck -

MOD/exp 782 | 4170281ck ‘“ﬁsai;;gfotypinu. RTL slmulatien,
ar theoretlpal astimatlon.

Step 4. Apply sub-IP level behavloral synthesls and
btaln sub-IP trol {make paralleled sequence}.

Sub-IF performance (step 3)  Constraints of From Step 1
EC/add Fa41ck| PoX# ofsublPs Top e T
EC/ mut 7401310k | [ EC 8] | St rommar
MOD /xpides | 7osetar] (oD [ 1af | Lo L
MOD /exp 782 | 4170281ck | | INT 1] | 22)v2 = EC_aciiviy;

PRNG 1 #3.v3 » MOD_oxp{al,mu_x);

N S — L~

| "Custam SUbP Lol oched e | el

start-ordes of equations
{PARALL F1. compuiation)

1. Wit untl MOD-unk #0 resdy]
2. Start aryation #3
using MGD-unh #0

3. Wt vl EC-unit #0 ready
4. Start equation #1
usging EC-unit #0

(manual
coding)

Data transfer cantrotler micra code

Step 6. Integrate all sub-iPs and debug micro code on FPGA
Bun I/F ere symthesized
I'rorn 2 lecnt-bua memery map.

From SVBP 3 From Stop 4

Fig. 5 Proposed design Aow with two-level behavioral synthesis

separately prior to total IP integration. As shown in Step
1, 2, 3 and 5 in Fig. 5, we fully used a combination of
C-based H/W modeling, behavioral synthesis [15]~[19] and
FPGA prototyping, because of the following reasons:

- Efficient development, of each sub-IP becomes possible
by aveiding use of RTL simulation. Simulating only one of
sub-IP functions (e.g., modular exponentiation) can take a
few hours on standard PC, while behavioral level simulation
and behavioral synthesis are finished within several minutes.

- Achieve high configurability of the total performance.
As mentioned in Section 3. 1, performance of each sub-IP is

determined by SRAM type. If RTL design entry is used,
changing SRAM type becomes a difficult and time consum-
ing work.

- Even though building-block approach is used, full ver-
ification of entire group signature TP is still necessary in
order ta debug micro-code (firmware) of the data transfer
controller. For this purpose, RTL simulation cannot be used
at all because of too slow speed. FPGA prototyping is ap-
propriate.

4.2 Modification of S/W C codes into H/W C

Even though there has been significant progress in behav-
ioral synthesis techniques in recent years, it is still difficult to
synthesize an efficient sub-IP H/W from pure S/W C codes
without any moedification. In fact, we could not reuse our
fast S/W code [5] as is, and some amount of rewriting work,
as shown below, was necessary in Step 2 in Fig. 5:

- Data bit-width optimization and removing excess opet-
ations. Not only group signature but also public key cryp-
tagraphic S/W usually use special function libraries, which
execute long-bit arithmetic operations by combination of 32~
bit or 64-bit C-embedded integer operations. Careful over-
flow control is also implemented in S/W*. However, direct
computation on arbitrary bit-width is possible in H/W.

- Optimizing arithmetic operators and number represen-
tation. While only integer operations on 2's complement
representation can be used in S/W, flexible construction of
any operations on any number representations {e.g., GF op-
erations on residual number system) is possible in H/W.

- Removing dynamic memory allocation, dynamic point-
erd and recursion. If §/W-like data types such as balance
tree and linear list aro used, they have to be removed too.

- Adding an appropriate behavioral synthesis control op-
tions into the source code. A sample behavior description
of Montgomery multiplication [9] in SystereC' is shown in
Table 3. One of the most frequently used options is "loop
folding” [16], which is attached to the inner loop. In this
example, the loop-iteration is forced to atart every 2 clock
cycles and multiple iterations are executed simultaneously,
in overlapped manner. The purpose of using this option is
to issue access to SRAM every clock cycle.

The resulting performance of synthesized units (Table 1
and 2) is comparable to that of conventional hand-made RTL
of RSA and ECC. The number of clock cycles is independent
of ASIC/FPGA process librariod',

3 For instance, an expression *64-bit number x 64-bit number” does
In 3/W, the
expression has to be divided into four 32-bit multiplications.

not return full 128-blt value in standard C language.

4! Uge of pointers whose destinations are chenged dynamically.
5 The real code is written not in SystemC but 1n another extended-C,
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/* 8 = Montgomery_mult(x, y, n) «/
void modulo_umit::meont_mult(

data_sram MEM; // OPTION: MAP TG DP-SRAM, LATENCY=2CK

sc_uint<9> x, y, n, 8, /* memory address »/
sc_uint<CTRL_LEN> blklan

ec_biguint<86> acc; // OPTION: MAP TO REGISTER
sc_uint<3z> x_ini, ss;
for (1 = 0; & < blklen; 1++) {

/* Without using loop folding, B cleck cycles
w#ill be necessary for cne iteration. #/
// OPTION : FOLD THIS LOOP, OVERLAP INTERVAL=2CK
for {1 = 1; j < blklen; j++) \{
/* 98-bit operation can be done without
soparating into 32-bit operations. =/
acc = acc.range(95, 32) + MEM{s+j)
+ x_inil * MEM[y+j] + ss » MEM[o+j];
MEM([s+j~1] = acc.range(31, 0);
¥

}
Table 3 Main part of Mentgomery multiplication written in Sys-
temC

4.3 Use of a Custom Sub-IP Level Behavioral
Synthesizer

As will be discussed in Section 5., the total IP perfor-
mance is mostly detormined by how many sub-IP opera-
tions are executed in parallel. However, standard behav-
ioral synthesizers [15}, |16] only support parallel scheduling of
C-embedded operators (+, —, x, /, %) and does not support
neither scheduling of higher level functions nor acheduling of
functions whose operation mode is determined at run time.

Therefore, as shown in Step 4 in Fig. 5, a custom sub-
IP level {C function-library level) behavioral synthesizer was
made and used. Inputs of the custom synthesizer are (i} a
sequential description of entire algorithm (equations in Sec-
tion 2.4 and 2.5) (ii) number of sub-1Ps, and (iii) clock cycle
counts of every operation in sub-IPs which are obtained by
RTL simulation, FPGA prototyping or theoretical estima-
tion. The custom synthesizer outputs a paralleled computa-
tion sequence, where start order of each sub-IP operation and
assignment of sub-IF unit-number are specified. This output

yet there Is no major differsnce other than syntax.

6 Besides, maximum clock frequency is much affected by procesa li-
braries,

- 350
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Fig. T Performance of signature generation (high security level)

is used to write a micro-code of the data transfer controller.

The custom synthesizer solves & RCPSP (Resource Con-
strained Project Scheduling Problem) using a heuristic such
that an operation start as soon as & corresponding sub-1P is
available and an operation whose execution time is longer
starts earlier. This custom gynthesizer is specific to the
group signature, and many general ESL/TLM synthesis is-
sues [17|~{19] are omitted in the following aspects, because
of features in Section 3.1; (1) data-value analysls is unnec-
essary, {2} date transfer time between sub-IPs can be ig-
nored, and (J) exploring local-bus topology and/or synthe-
sizing macro pipeline are unnecessary.

5. Architecture Optimization Result

Using the custom synthesizer in Section 4.3, we in-
vestigated relationship between total computation speed
ond number of sub-IPs. Results of signature genera-
tion/verification speed in standard/high security levels are
shown in Fig. 6, 7, 8 and 9. Although these results are ob-
tained from the absolute values of clock cycle counts in Table
1 and 2, simular results will be obtained even if process li-
braries or target devices are changed, because the number of
clack cycles is independent of libraries (see Section 4.2).
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If all operations are execuied in serial manner, more than
80% of total computation time is occupied by modular ex-
ponentiation {Table 1 and 2). Therefore, increasing number
of the modular arithmetic sub-IP significantly improves total
speed, and maximum speed is reached when 4 or 5 modu-
lar sub-1Ps are used. Besides, increasing number of the other
sub-IPs has no effect except when a 64-hit modular exponen-
tiation is used in standard security level. Also, increasing bit
width of RAM and Montgomery multiplier in the modular
arithmetic sub-IP is effective. The number of clock cycles
consumed by modular exponentiation is O((ZL)? - n2) where
m is bit with of RAM, nl is bit width of base {1024 or 2048)
and n2 is bit width of exponent. Maximum clock frequency
is slowed down (O(ﬁ)) if 7n increases, yet the effect is not
so large compared 1o the reduction in clock cycles.

Another important observation is that the optimum num-
ber of sub-IPs is the same between signature generation and
verification. The same H/W can be used in generation and
verification without dropping performance.

Example circuit size of each sub-IP (standard security
level), when mapped to a 130nm standard cell ASIC isshown
in Table 4. The AHB bus was tentatively used as a local bus.
The total circuit gize, if nurnber of each sub-1P is ene, is 350K

Sub-IP Gate count Memory size/port
EC arithmetlc + Bus I/F 67.8K | 85 words, Rx1 Wx1
Modular arithmetic + Bus 1I/F 52.5K 270 words, RWx2

INT erithmatic 4+ Bus [/F 44.6K | 277 words, Bx1 Wxi

Hash/PRNG + data tranefer cirl 180.1K BD worda, RWxl
Common RAM - 748 worda, RWx1
TOTAL 345.0K

{If number of cach aub-1P ia 1}

Table 4 Size of each sub-1F* when mapped on a 130nm standard
cell ABIC {standard security level)

ASIC gates. One additional modular arithmetic unit will in-
crease the total circuit size about 50K gates. If high security
level is selected, number of logic gates remains the same and
the amount of SRAM is doubled. Maximum clock frequency
was 150-200MHz under worst delay condition. We mapped
the same circuit on an FPGA device and confirmed that
signature generation and verification can be done correctly
within an expected time.

6. Conclusion

In this paper, we investigated an appropriate H/W archi-
tecture and design methodology of group signature IP for
SoC in mobile devices. The speed of modular exponenti-
ation operation determines total parformance and a custom
sub-IP level behavioral synthesizer, which is specific to group
signature algorithm, was necessary to achieve highly parallel
computation. To the best of the authors’ knowledge, this is
the first report of high performnance 1P implementation of a
typical group signature algorithm.
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