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Analysis of TCP/IP Communication using
384kbit/s-PHS Experimental System

FUMIHIDE KOJIMAY, YUKIYOSHI KaMiof
AND MASAYUKI FUJISE'

A variety of mobile data communication services based on cellular phone and PHS (Personal
Handy-phone System) have been developed and widely utilized. However, the maximum transmission
speed is limited to 64 kbit/s in current public mobile data communication services. It is desired that
higher transmission speed be supported in order to meet the requirement of mobile multimedia
applications. For this reason, we have developed a 384kbit/s-PHS experimental system, which can
achieve maximum transmission speed of 384 kbit/s by adopting the 64 kbit/s PHS data communication
protocol (PIAFS) and the PPP Multilink protocol. This paper presents performance evaluation of the
384kbit/s-PHS experimental system. Throughput performance of the system is evaluated using FTP
under various radio propagation environments. TCP behavior is investigated in evaluating the system.
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developed a 384kbit/s-PHS experimental system
1. Introduction based on existing standards, infrastructures and
devices for PHS [1]. This system can achieve
maximum transmission speed of 384 kbit/s by
using the 64 kbit's PHS data communication
protocol, which is known as PIAFS (PHS Internet
Access Forum Standard) [2]. The PPP
(Point-to-Point Protocol) Multilink protocol [3] is
used to bundle six PHS connections to realize 384
kbit/s of bandwidth. Since this experimental
system adopts existing standards and commercially
available hardware and software, it can achieve
high performance at low cost.

This paper presents detailed performance
evaluation of the 384kbit/s-PHS experimental
system. Throughput performance of the system
i Yokosuka Radio Communications Research Center, is evaluated using FTP (File Transfer Protocol)
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and Telecommunications TCP (Transmission Control Protocol) behavior is

investigated in evaluating the system.

A variety of mobile data communication services
based on cellular phone and PHS (Personal
Handy-phone System) have been developed and
widely utilized. However, the maximum
transmission speed is limited to 64 kbit/s in current
public mobile data communication services. It is
desired that higher transmission  speed be
supported to meet the requirement of mobile
multimedia applications such as real-time video
transmission.

In order to realize high-speed mobile data
communication system at reasonable cost, we have




2.  Overview of System

Figure 1 shows the configuration of the
384kbit/s-PHS experimental system. This system
has the following characteristics. -

(1) In order to implement high performance
system at reasonable cost, the experimental
system adopts existing standards and
commercially available devices as much as
possible.  For realizing compact and cost
effective system, common devices and
software are introduced whenever possible.

(2) In order to achieve 384 kbit/s of transmission
speed without developing a proprietary
protocol, six 64 kbit/s PHS circuits are
bundled by the PPP Multilink protocol. The
transmission speed can be changed in the
range from 32 kbit/s up to 384 kbit/s by user
requirement.

(3) Since three PHS basestation units are
required to accommodate six 64 kbit/s PHS
connections, interference of radio
transmissions among basestation units should
be avoided. The system supports a
mechanism to synchronize transmission
timing of PHS TDMA/TDD (Time Division
Multiple Access / Time Division Duplex)
frames.

(4) The experimental system provides Ethernet
interfaces for both client terminals and server
hosts in order for clients and servers to use
the wireless link without introducing a
special device or driver software.

(5) The experimental system supports graphical
man-machine  interface  to facilitate
controlling and managing the system.

This system consists of a base station and a
mobile station. The base station has three PHS
basestation units, each of which can accommodate
two 64 kbit/s PHS radio circuits. It also includes
an ISDN simulator, a base station control terminal
and a network server host. The base station
control terminal and the network server host are
desktop PCs (Personal Computers) with Windows
NT operating system. The base station control
terminal is equipped with a multi-serial interface
card, which supports eight RS-232C serial
interface ports. Each of six serial ports of this
interface card is connected to a 64-kbit/s TAP
(Terminal Adapter for PIAFS), and each TAP is
connected to a PHS basestation unit via the ISDN
simulator.  The base station control terminal

manages PHS connections using the multi-serial
interface card and supports routing function of IP
(Internet Protcol) packets between PHS radio links
and the Ethernet link in the base station. The
network server host provides WWW (World Wide
Web) server and FTP server functions that can be
accessed from a mobile client.

The mobile station includes six PHS personal
stations (mobile telephones), six 64-kbit/s TAPs, a
mobile station control terminal and a client PC.
Each of PHS mobile telephones is connected to a
TAP. TAPs are connected to the mobile station
control terminal, which has the multi-serial
interface card as same as the base station control
terminal. The mobile station control terminal is
the same desktop PC as the base station control
terminal, and supports IP routing function between
PHS radio links and the Ethernet link in the mobile
station. It also provides WWW-based
man-machine interface for managing PHS
connections. The client PC is a notebook PC
with Windows 98 and can access to the network
server host at the base station via wireless link.
In this experimental system, Windows NT Server
software is used as operating system for the base
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station control terminal, the mobile station control
terminal and the network server host. The PPP
and the PPP Multilink protocol functions are both
supported by Windows NT operating system.

The radio frequency band wused for this
experimental  system is assigned for private
(non-public) PHS systems, and conforms to the
ARIB (Association of Radio Industries and
Businesses) standard RCR STD-28 [4]. Radio
transmission power of the base station and the
mobile station are both 10 mW. In order to avoid
interference among different carriers, one of PHS
basestation units has a role of master clock
supplier for TDMA/TDD frames. Transmission
frames of slave basestation units are synchronized
by the master clock supplied by the master
basestation unit.

3. Evaluation Procedure

We  have evaluated our  384kbit/s-PHS

experimental system basically from the following

two viewpoints. -

i) How TCP communication throughput is
affected by the electric field strength of radio
wave transmitted from the base station.

ii) How TCP communication throughput is
affected when the number of underlying PHS

connections is  changed statically or
dynamically.
As for the first viewpoint, the essential

parameter for electric field strength is the distance
between the base station and the mobile station.
In addition, multipath fading is another important
factor. Multipath fading is caused by interference
of radio waves propagated via different paths due
to reflection, diffraction and scattering.

As for the second viewpoint, the relationship
between throughput performance and the number
of PHS connections, we have performed two kinds
of experiments. The one experiment is to change
the number of PHS connections statically and the
other is to change the number of PHS connections
dynamically. In order to change the number of
PHS connections dynamically, we have released
one of six PHS connections manually while data
transfer is in progress.

In order to inspect the influence of electric field
strength to TCP throughput, we have performed
measurement in  both outdoor and indoor
environments.  The outdoor environment, a
baseball ground, is nearly an open area where the
influence of multipath fading is supposed to be

relatively small. On the other hand, the indoor
environment is supposed that many multipaths for
radio wave propagation - exist. For both
environments, we first measured electric field
strength at several points, chose throughput
measurement points according to the obtained
electric field strength values and then measured the
FTP throughput. We transmitted a 1 Mbyte of
data file for both directions, the direction from the
base station to the mobile station (FTP Get) and
the direction from the mobile station to the base
station (FTP Put).

As for the evaluation about the relation between
the throughput performance and the number of
PHS connections, the experiment is performed in
the indoor environment locating the mobile station
at short distance from the base station where
power loss and fluctuations of radio waves
considered to be small. For the case where PHS
connections are statically set, we measured the
throughput for all cases from one PHS connection
to six connections. For the case where the
number of PHS connections is dynamically
changed, we first started file transfer with setting
up all six PHS connections and then released
randomly selected one after about five seconds
while the file transfer was going on.

For all experiments, we transmitted the same
file for three times and calculated average
throughput values for both FTP Get and FTP Put.

We also inspected PIAFS and TCP protocol
behavior by capturing transmitted packets using
the PIAFS monitor and the TCP analyzer. The
PIAFS monitor captures all frames transmitted on
a 64 kbit/s PHS circuit and can display logged
frames indicating frame type, frame sequence
number and CRC (Cyclic Redundancy Check)
error.  The TCP analyzer captures all packets
transmitted on TCP connections setup between
two hosts, and can analyze detailed behavior of
TCP protocol sequence such as occurrence of
retransmissions. In this experiment, the PIAFS
monitor is connected to one of ISDN B-channels
between the ISDN simulator and TAPs, and TCP
analyzers are introduced on Ethernet links at both
the base station and the mobile station.

4. Evaluation Results

4.1 Influence of Electric Field Strength
We first show the evaluation results from the
viewpoint of relationship between electric field
strength and file transfer throughput. In the



following measurement results, the electric field
strength values are averages of measured strengths
of three PHS basestation units, and the throughput
values for both of FTP Put and FTP Get are
averages of three runs of measurements.

4.1.1  Indoor Environment
Table 1 shows file transfer throughput measured
by locating the mobile station at several points
with various distances from the base station in the
indoor environment. In Table 1, we can observe
that the throughput values at 10m point of FTP Get
and 31.6m point of FTP Put are both under 190
kbit/s and exceptionally lower than other results.
In these measurement points, it seems that there
happened to exist multipath fading since a lot of
people walked across the path between the base
station and the mobile station in one of three
measurement runs. The throughput of other two
measurement runs was almost the same as the
values obtained in the measurement at other
points.

Figure 2 shows TCP and PIAFS packet
sequences for the 31.6m point of FTP Put, which
are obtained by the TCP analyzer and the PIAFS
monitor respectively. In the PIAFS monitor
result, TIME field indicates relative time slot
number from the beginning of transmission, NUM
filed indicates the send frame sequence number,
and REQ filed indicates the requested sequence
number which is expected to be received. Since
PIAFS frame size is 640 bits and the circuit speed
is 64 kbit/s, one time slot corresponds to 10 msec.
In Fig. 2, the duration of the PIAFS sequence
identified by [A] approximately corresponds to the
duration [A] depicted on the TCP sequence. As

Table 1 Throughput measurement result
(indoor environment)

Distance frombase | o | 5o | 26.4m | 31.6m
station
Time
40.75 | 26.97 | 27.96 | 29.60
(seconds)
FTP Get Throughput
'97PUY 1 86.37|296.67|286.29|268.21
(Kbit/s)
S;;n:ds) 27.11 | 27.68 | 26.99 | 42.59
FTP Put T(h —
FOUGNPUY 595 17| 289.60| 296.43|189.84
(kbit/s)
Electric field strength 673 | 655 | 60.4 | 58.2
(dBuV)

shown in Fig. 2, when many CRC errors are
detected, retransmissions of TCP data segments
are also observed. In TCP, the retransmission
timeout (RTO) value is calculated by using
measured round trip time (RTT), and RTO is
increased according to the increment of measured
RTT [5]. We have observed that, .in our
experiments, normal RTT value is about 150 msec
by the TCP analyzer when neither CRC errors nor
TCP retransmissions are detected. In Fig. 2, we
can recognize that CRC errors continue for about
370 msec and this value obviously exceeds normal
RTT value of TCP. We can conclude that TCP
retransmissions are caused when recovery time
from CRC errors at PIAFS level exceeds the TCP
retransmission timeout value.

4.1.2  Outdoor Environment
This section presents the relationship between
electric field strength and file transfer throughput
measured in the outdoor environment. Figure 3
shows the case of FTP Get and Figure 4 shows the
case of FTP Put. These figures indicate the
throughput, the number of CRC errors and the
number of TCP retransmissions. In the outdoor
environment, we have performed measurements
where electric field strength falls near 30 dBuV.
At such points, it was hard to setup all six PHS
connections.

As for the case of FTP Get, we obtained
throughput values near 300 kbit/s and the
throughput is not degraded when electric field
strength keeps over 40 dBuV. In such cases,
the PIAFS monitor detected no CRC errors. If
we focus on the throughput values of FTP Put,
however, they vary frequently and sometimes fall
below 250 kbit/s even if the throughput values of
FTP Get are stable when electric field strength is
greater than 40 dBuV. For these measurement
results, the PIAFS monitor detected no CRC errors
but the TCP analyzer observed retransmissions
about 10 to 70 segments as shown in Fig. 4. This
unstable throughput fluctuation of FTP Put is
caused by poor performance of the client PC
(notebook PC with Windows 98) rather than radio
wave propagation environment. For the case of
FTP Get, since the client PC sends only small size
of TCP ACKs (acknowledges), the throughput is
not seriously affected by the poor performance of
the client PC. But, in the case of FTP Put, the
performance of the client PC is supposed to be a
dominant factor of throughput degradation since
the client PC must send a lot of data segments.



TCP Analyzer Result

Base Station Mobile Station

17:05:15. 243430 <-bT
Received many
DT and ACK
packets which
sent formerly
17:05:15. 430542 <07
17:05:15. 430569 ACK->
17:05:15. 430638  ACK->
17:05:15. 439880 ACK->
17:05:15. 439935  ACK->
17:05:15. 440004 ACK->
17:05:15. 440348 <-DT
17:05:15. 440557 <-DT
17:05:15. 440770 <-0T
17:05:15. 440981  <-DT
17:05:15. 469923  ACK->
[A] 17:05:15. 469985 ACK->
17:05:15. 470042 ACK->
17:05:15. 470388 <-DT
17:05:15. 470600 <-DT
17:05:15. 470815 <-DT
17:05:15. 471021 <-DT
17:05:15. 471230 <-DT
17:05:15. 471440 <-DT
%

%

-

s

17:05:15. 589827 <-DT
17:05:15. 589996 <-DT
15:05:16. 590036 ACK->
17:05:15. 590122 ACK->

17:05:15. 590277  ACK->
17:05:15. 530340  ACK-> 17:05:15. 590432 <-DT
17:05:15. 530646 ACK->
17:05:15. 580660 <-DT
17:05:15. 530872 <-DT
17:05:15, 581097  ACK->
17:05:15. 591162 ACK->

Bold Fonts indicate retransmitted TCP packet.

PIAFS Monitor Result

Base Station Mobile Station
UP ARQ DAT DOWN  ARQ Th

I NUM[REQITYPE | [ACK| TIHE NUM[REQ[TYPE |ACK
1756 4| 080|108 |0ATA |1{114] 000775 640| 117|082 |0ATA |11081
1757 4D|0811108|DATA 11|115/000178 540(118(082|DATA 11080

1758 400801 108{DATA |1|116/000176 CRC ERI

1759 40| 081 117/DATA |1]108000176 CRC ERR
1760 41000 | 118[DATA 1]117|000176 6401121 {082 | GATA |1{081
176] 2(118(DATA [1]118]000176 6401 1081 082| DATA {11080
1752 21119(DATA [1{178 000176 5401 118|082 | OATA {1{081
1763 21118(0ATA [1{118{000176 640|119 082 | DATA 1000
1764 4 (083|118 DATA |1{121|0001767 64D|120] 083 | DATA |1/082
766 41119 10ATA {1]108| 0001 76 540|121 /083 | 0ATA |1 {082
1765 4D|082| 118/ DATA |1/118|000176 §40{122{083 | DATA 11082
1767 4| 083|120 DATA |1{116]000177 5401123084 0ATA |1/083
1768 4| 0841122| DATA |1{120]000177 64D(124/085 | DATA |1084
1769 4| 083122 | ATA |1{121 000177 640125085 | OATA |1 |82

1770 4| 084|123 DATA (1|122(000177 CRC ERR

4] 4D|084|124|DATA |11123|0001774 CRC ERR

1172 4| 000|125 | DATA |1]124}0001775 CRC ERR

778 CRC ERR

LA CRC ERR

il CRC ERR

7 CRC ERR

A 1 CRC ERR
[A] 7 640{007|085{BATA 11000

T CRC ERR

i CRC ERR

7 CRC ERR

785 CRC ERR

786 GRC ERR

787 GRC ERR

17 GRC ERR

000178 6401085125 /DATA | 0{007| 00017 GRC ERR

0001787 640|085 126 DATA |0/007|00017 CRC ERR

0001788 640{085126(DATA |0{007 00017 GRC ERR

1001789 640{0851260ATA |0{007 00017 GRC ERR

0001790 640{087|1261DATA |01007 00017 CRC ERR
0001781 640|085(126|DATA 01007 00017 640{126{087|DATA |1 085

0001792 640]086|126{DATA |01007 /00017 CRC ERR

0001793 540|087 1261 DATA |01007 | 00017 CRC ERR
0001794 640|085 (126 {DATA {01007 |00017: 64010111088 DATA 11085
0001795 6401087127 |DATA |11126|0001738 540{012 (088 DATA 11086
0001798 540{087/127|DATA |1|126|0001739 64010131088/ DATA (1087
0001797 5400871127 |DATA 111260001800 64010141088 DATA [1]085
0001738 54010001127 |0aTA {0l011 0001801 640 127|088 0aTA [1]087

®  The left side of this figure shows TCP retransmission
sequence caused by PIAFS level CRC errors shown
in the right side.

® Time values indicated by the PIAFS monitor are
relative values from the start time of minitoring.

® The duration of the PIAFS sequence identified by [A]
corresponds to the duration [A] on the TCP sequece.

Fig. 2 Typical example of TCP retransmission sequence

When the electric field strength is less than 40
dBpV, most of throughput values are degraded
below 250 kbit/s for both FTP Get and FTP Put.
As shown in Fig. 3 and Fig. 4, CRC errors and
TCP retransmissions tend to increase when electric
field strength is less than 40 dBuV. However, as
shown in Fig. 3, there are some cases that no TCP
retransmissions are observed even if CRC errors
(40 to 90) are detected. In such cases, it is
supposed that error recovery at the PIAFS level
works well before TCP retransmission timer
expires. If occurrences of CRC errors are not so
many times and not burst, they will not give
critical damage to TCP throughput. On the other
hand, there are some cases where TCP
retransmissions are observed and throughput is
degraded even if no CRC errors are detected. In
this experiment, since only one PIAFS monitor
taps a specific PHS connection, it is possible that
CRC errors on other PHS connections that are not

inspected by the PIAFS monitor cause throughput
degradation.

Another anomaly is that, in some cases,
throughput keeps good value even though electric
field strength is less than 40 dBuV.  As explained
before, electric field strengths shown in the figures
are averages of three PHS basestation units.
There are small differences of electric field
strengths among those three basestation units.
We observed that as the distance between the
mobile station and the base station becomes longer,
the difference of electric field strengths among
three basestation units tends to be wider. For the
case where the throughput is largely degraded,
electric . field strength of one of three PHS
basestation units was less than 35 dBuV. On the
other hand, the throughput keeps high average if
electric field strengths from all of three basestation
units are greater than 35 dBuV. If one of PHS
connection is unstable, TCP/IP packets transmitted
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on this PHS connection will be lost or take long
time to reach the receiver side. Even if data
transmissions on other PHS connections have no
problem, unstable situation of a specific PHS
connection may give critical impact on throughput
degradation.

If electric field strengths of all basestation units
are less than 30 dBuV, it was impossible to setup

six PHS connections. From the above
experiment results, we can conclude that if electric
field strengths of all three basestation units are
greater than 35 dBuV and stable enough, the
384kbit/s-PHS experimental system can achieve
high performance by TCP/IP.

In order to inspect TCP protocol behavior, we
have analyzed the transition of TCP sequence
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number of data segments by using the TCP
analyzer. A trace of TCP sequence number
corresponds to a cumulative number of data bytes
transferred.  Figure 5 shows the transition of
sequence number when no retransmissions are
observed. Figure 6 shows the case when many
retransmissions are detected and throughput
performance is degraded. We can observe that
when no retransmissions are detected, the
sequence number increases linearly proportional to
the transmission time. This result indicates that
TCP data segments are transmitted efficiently
without closing the send window.

On the other hand, as shown in Fig. 6, when
retransmissions occurred, the sequence number
does not increase for a long period. In TCP,
when the data sender cannot receive a new ACK in
the current retransmission timeout (RTO) period,
the next retransmission is triggered and increments
the RTO value (timer backoff). In addition, in
current TCP implementation, the data sender

Time: 21:08:14.973487 ~> 21:06:42.232862 / 27259 msec
Seqfl: 39785 -> 1038787 / 1000002
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Fig. 5 Transition of TCP sequence number
(When no retransmissions observed)

Time: 23:69:32.897547 -> 00:02:48.443038 / 195751 msec

Sequencedf Seal: 7416913 -> 8416316 / 1000002
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Fig. 6 Transition of TCP sequence number
(When retransmissions observed)
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decrements the send window size if segments are
retransmitted and increments the send window size
gradually by receiving new ACKs [5]. This
procedure is known as the congestion avoidance
algorithm since TCP considers that segments are
lost due to network congestion. As in the case of
Fig. 6, it takes long time to receive a new ACK so
that the next timeout retransmission is triggered.
Apparently, such timeout retransmissions and the
congestion ‘avoidance algorithm degrade the
throughput performance seriously when segments
are lost by circuit error.
4.2 Influence of
Connections

4.2.1  Static change of PHS connections
Figure 7 shows the throughput measurement
results in the case where the number of PHS
connections is statically set while transferring a
file. As show in Fig. 7, throughput values for
both FTP Get and FTP Put are proportional to the
number of PHS connections. Although neither
CRC errors nor TCP retransmissions are observed
in this experiment, throughput values for FTP Put
are less than those values for FTP Get. This is
because of the poor performance of the client PC
as described before. For the case of FTP Get, we
can obtain stable FTP throughput for any number
of PHS connections.

4.2.2  Dynamic change of PHS connections-
Table 2 shows the case when one of six PHS
connections is released abruptly while file transfer
is going on. It also shows average throughput
values for the cases when the number of PHS
connection is statically set to five and six.

In this experiment, we observed some TCP
segments are lost by using the TCP analyzer.
Figure 8 shows the transition of the TCP sequence
number when one of six PHS connections is

Number of PHS

released. As shown in Fig. 8, when a PHS
350.00
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Fig. 7 Throughput measurement result
(PHS connections statically changed)



Table 2 Throughput measurement result
(PHS connections dynamically changed)

FTP Get |FTP Put

(kbit/s) (kbit/s)
Avg. 5CH  1245.65 176.77
First 239.52 188.48
Second 178.08 159.20
Third 198.16  |206.96
\Avg. 6CH [291.09 186.64

connection is released, retransmission is triggered
and the sequence number stops to increase. We
can recognize that it takes a bit long periods to
recover from the abrupt release of a PHS
connection due to the backoff of retransmission
timer value and the congestion avoidance
algorithm of TCP as explained before.

We can see that there are differences among
throughput values in Table 2. It is supposed that
release timing of a PHS connection and its
recovery timing are different for each file transfer
run and that the duration for six connections and
the duration for five connections are also different.
This factor causes the difference of TCP protocol
behavior and throughput values. Besides this, we
observe that the throughput values of the first and
third runs of FTP Put are higher than the average
throughput of the case when six PHS connections
are statically set. ~We obtained the average
throughput of six connections by three runs of FTP
Put. Due to poor performance of the client PC,
the throughput of FTP Put was not stable for each
run and throughput of two of three runs were lower
than 180 kbit/s. In the case of FTP Put, as we
mentioned before, performance of the client PC,
such as busy condition of CPU, seems to cause the
unstable throughput performance.

As shown in Table 2, when one of PHS
connections is released while data transmission is
in progress, the throughput is degraded and falls
below even the case of five PHS connections.
From the above results, it is turned out that total
throughput obtained by the set of PHS connections
is strongly affected by unstable. situation of a
specific PHS connection.

5.  Conclusion

In this paper, we have presented implementation
overview and performance evaluation of the

Time: 18:17:07.556347 -> 16:17:52.740657 / 45184 msec
Sequencel Seqf: 36050 -> 1036052 / 1000002
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Fig. 8 Transition of TCP Sequence Number
(When one of PHS connections released)

384kbit/s-PHS  experimental system. The
experimental system can achieve 384 kbit/s of
transmission speed by bundling six PHS
connections using the PPP Multilink protocol.
Evaluation results of file transfer using FTP
indicate that the system can achieve high average
of throughput if the radio propagation environment
is stable and the electric field strength is not less
than 35 dBuV for all PHS basestation units.

However, if the radio propagation environment
is unstable such as the case where many multipaths
exist, and if many frame errors occur in burst, the
roundtrip time in TCP level becomes longer and
timeout retransmissions will be triggered. It
seems that one of the reasons of throughput
degradation is the fact that both TCP and PPP
Multilink protocol are not designed to address the
problem of frequent packet loss on circuits such as
wireless links.
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