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Loop-Based Source Routing Protocol for Mobile Ad-hoc Networks
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In an ad-hoc network, a routing protocol which detects a transmission route from a source mobile computer to a
destination one is critical due to mobility and limited battery capacity of computers. Here, a communication link
between two mobile computers is not always bi-directional since transmission power of mobile computers is not
always the same. Though some ad-hoc routing protocols, e.g. DSR, support routing with uni-directional links,
multiple independent floodings (successive broadcasting) are used and communication overhead is high. This
paper proposes a novel routing protocol LBSR supporting uni-directional links and based on combination of a
single flooding and unicast message transmissions. According to simulation results, LBSR requires much messages
than DSR. However, due to combination of a flooding and unicasts, much routes are detected and cached. Thus,
communication overhead for each route is reduced.
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1 Introduction with another computer C' only when M is in a trans-
mission range of a base station B and vice versa. A
message exchanged between M and C is transmitted
through B. In a multihop-access network, if a mobile

computer M is in a transmission range of a base sta-

Recently, mobile computers not only handheld, lap-
top and parmtop personal computers (PCs), personal
data assistants (PDAs) and personal information ap-
pliances (PIAs) but also computers in automobiles for

intelligent transport systems (ITS) and computers for
controlling autonomous mobile robots have become
widely available. In order for implementing a LAN
(Local Area Network) to which mobile computers are
connected by using wireless communication devices,
wireless LAN protocols such as series of IEEE802.11 [1]
and HIPERLAN [2] have been developed and stan-
dardized. According to network architectures, wireless
LANs are classified into three categories; infrastruc-
tured networks, multihop-access networks and ad-hoc
networks. In an infrastructured network, base stations
are used as a gateway between a mobile computer and
a wired network. A mobile computer M communicates

g7o

tion B, a message between M and another computer C'
is directly exchanged between M and B and transmit-
ted through wired and/or wireless networks between B
and C as in an infrastructured network. In addition,
even if M is out of a transmission range of any base
station, M exchanges a message with B if multi-hop
access between M and B is available. Here, a routing
protocol for transmitting a message between M and B
is required.

In the above two types of networks, a message from
a mobile computer is always transmitted through a
base station. However for supporting temporary com-
puter networks for disaster rescue, communication in
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conventions and conferences, a system consisting of a
set of autonomous mobile robots controlled by micro
computers, sensor networks and networks in a battle
field, cost and overhead for construction and main-
tenance of a wired network infrastructure and base
stations are required. In addition, less flexibility is
achieved due to a fixed infrastructure.

In an ad-hoc network, there is no base station and
only mobile computers are connected to the network.
Due to a bounded transmission range of a mobile com-
puter M, M does not always exchange a message di-
rectly with another mobile computer M’. Thus, all
(or most of) mobile computers are engaged in routing
of a message and multi-hop transmission is required
to exchange a message between M and M’. Here, a
routing protocol for supporting mobility of computers
is required. That is, a mobile computer is required to
serve a role of a router. Since not only M and M’ but
also intermediate mobile computers change locations,
a routing protocol has to achieve a currently available
route.

Until now, many kinds of ad-hoc routing protocols
have been proposed such as AODV [6] and DSDV [5].
In these protocols, it is assumed that a message trans-
mission range of mobile computers are the same and
stable. That is, most of communication links are bi-
directional and uni-directional links are omitted in
these routing protocols. However, due to limited bat-
tery capacity, transmission power of mobile computers
is not the same and changes. Hence, for multi-hop
transmission it is required to detect a route includ-
ing uni-directional links for achieving higher probabil-
ity to detect a route. Though DSR (Dynamic Source
Routing) [3] has this property, the protocol uses two
independent floodings and communication overhead is
high.

This paper proposes a novel ad-hoc routing protocol
LBSR(Loop-Based Source Routing Protocol) by which
looped routes including a source mobile computer are
detected, one of which includes a destination mobile
computer, and detection of a target route is achieved
by combination of a single flooding and multiple uni-
cast message transmissions.

2 Ad-hoc Routing Protocols

A mobile ad-hoc network N' = (V, L) is composed
ofaset V = {Mi,..., M} of mobile computers and a
set £ C V? of communication links as shown in Figure
1. A communication link (M;, M;) is uni-directional,
i.e. a message is transmitted from AM; to A, only
while M is in a transmission range of M;.

Conventional ad-hoc routing protocols are classified
into following two types; topology management (proac-
tive) routing protocols and on-demand (reactive) rout-
ing protocols. By using the former, a routing table in
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Figure 1: Ad-hoc network with uni-directional links.

each mobile computer is kept up to date to reflect any
changes of a network topology. Hence, control message
transmissions are required even though no mobile com-
puter communicates with another one. DSDV [5] is the
most popular topology management protocol. On the
other hand, by using the latter, a transmission route of
a message from a mobile computer S to another one D
is searched just before S transmits messages destined
to D. DSR [3] and AODYV [6] are on-demand routing

protocols.

In addition, some routing protocols are based on an
assumption that all available links are bi-directional,
i.e. mobile computers M; and M; directly exchange
messages only if (M;, M;) € £ and (M;, M;) € L are
satisfied. AODV is such a kind of protocol. Here, if a
destination mobile computer D gets a route Rg_.p, D
also finds a reverse route Rp_,g is available. Hence,
by transmitting a message including Rg_,p through
Rp_s, S achieves Rg_,p and starts to transmit appli-
cation messages through Rg_,p. However, probability
that Rg_,p is detected is low. On the other hand,
the other protocols are based on an assumption that
a transmission range of a mobile computer is not the
same and changes. Here, even if a destination mobile
computer D finds a transmission route Rg_,p, it is re-
quired to search Rp_,¢ for transmission of Rg_,p to
S. In an ad-hoc network shown in Figure 1, no trans-
mission route from S to D is detected by the former
protocol; however, a route (S, M1, Ma, Mg, My, D) is
detected by using the latter protocol.

3 DSR protocol

In most of on-demand routing protocols, a flooding
is used to detect a transmission route from a source
mobile computer S to a destination one D. A flood-
ing is based on a message diffusion protocol in a wired
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network [4]. Most of wireless communication media
on which wireless LAN protocols are implemented is
broadcast-based. A message broadcasted by a mo-
bile computer M is received by all mobile computers
within a transmission range of M. Suppose that a mo-
bile computer S broadcasts a message mes to all mo-
bile computers in a transmission range of S. If each
mobile computer M; which receives mes broadcasts
mes to all mobile computers in a transmission range
of M;, all mobile computers with which S communi-
cates by multi-hop message transmissions receive mes.
In DSR, in order to find a route from S to D, Rreq
message is transmitted by a flooding. Rreq message
keeps a sequence Rreq.seq of identifies of mobile com-
puters having forwarded it. When D receives Rreg,
Rreq.seq = Rg_,p. In addition, in order to inform the
detected route of S, Rrep message carrying Rg_,p is
also transmitted by a flooding.

1. A source mobile computer S broadcasts an Rreg
message where Rreg.seq  (S) and Rreq.dst < D
to all mobile computers M; within a transmission
range of S.

2. On receipt of an Rreq message,

o If M; which is not a destination mobile com-
puter in Rreq.dst has already received the same
Rreq message, M; discards the message.

e Otherwise, M; appends an identifier of M; to the
end of Rreg.seq and broadcasts the Rreq mes-
sage to all mobile computers in a transmission
range of M;.

3. By receiving an Rreq message, a destination mo-
bile computer D detects a route Rg_,p by ap-
pending its own identifier to the end of Rreq.seq
since Rreq.dst = D and Rreq.seq = Rgs_p.
D broadcasts an Rrep message carrying Rg_.p
where Rrep.dst < S to all mobile computers in a
transmission range of D.

4. On receipt of an Rrep message,

e If M; which is not a source mobile computer
in Rrep.dst has already received the same Rrep
message, M; discards the message.

e Otherwise, M; broadcasts the Rrep message to
all mobile computers in a transmission range of
M;.

5. By receiving an Rrep message, S gets a sequence
of addresses of mobile computers in Rg_,p out of
the Rrep message.

6. S transmits an application message by source
routing in accordance with Rg_,p. O

[Example] As shown in Figure 2, a source mobile com-
puter S broadcasts an Rreq message to My, Mg, Mg,
My, and M3 within a transmission range of S. Then,
these mobile computers also broadcast an Rreq mes-
sage. Since a communication link is uni-directional,
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Figure 3: Flooding of Rrep in DSR.

S receives an Rreq message from Mg and does not
receive from M;. By the successive broadcasts, i.e.
a flooding, a destination mobile computer D receives
an Rreq message. This message contains a sequence
(S, M1, Ma, Mg, M7) of identifiers of mobile comput-
ers, that is, D gets Rg_,p. Next, as shown in Fig-
ure 3, a destination mobile computer D broadcasts
an Rrep message to My and Mg. Then, these mo-
bile computers also broadcast an Rrep message. By
the successive broadcasts, i.e. a flooding, a source
mobile computer S receives an Rrep message carrying
Rsp = (S, M1, M3, M3, M7,D). O

4 LBSR protocol

In an ad-hoc network including only bi-directional
communication links, by detection of R¢_,p, Rp_s
is achieved as a reverse route of Rg_,p. However, for
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achieving higher probability of success of detecting a
transmission route from S to D, uni-directional com-
munication links are also used to transmit messages.
In DSR as discussed in the previous section, Rg_,p
and Rp_,s are detected independently. In LBSR,
S detects a looped route Rg_,p + Rp_ s containing
both S and D. While searching the looped route, S
finds other looped routes which contain not D but S.
These routes are used to transmit Lreq message back
to S with unicast transmission. That is, consider the
case that a looped route (S, L1, ..., L, S) which does
not contain D has been detected. If Lj(1<k<e) re-
ceives an Lreq message which has been transmitted
along a route (S, Ri,.., R,, Lt), L detects another
route (S, Ri1,.., Ry, Ly, .., L, S). Hence, it is not re-
quired for L to broadcast the Lreq. By unicasting the
Lreq along this route, S receives the Lreq and finds
the looped route. Therefore, communication overhead
caused by broadcast transmissions is reduced.

1. A source mobile computer S broadcasts an Lreg
message where Lreg.seq < (S) to all mobile com-
puters M; within a transmission range of S.

2. On receipt of an Lreq message, a mobile computer
M; (# S) processes the message as follows:

o If stop_flag; = true, M; discards the Lreq mes-
sage.

o If M; = D and req_flag; = true, M; discards the
Lreq message.

o If req_flag; = false and stop_flag; = false,
req-flag; < true and M; broadcasts the Lregq
message to all mobile computers within a trans-
mission range of M; after appending an address
of M; to the end of Lreg.seq.

o If req_flag; = true and stop_flag; = false,

— if next; = null, M; suspends the processing
for the Lreq message. On receipt of an Lconf
message, i.e., on storing an address to nezt;,
M; resumes the processing from the beginning
of step 2.

— otherwise, i.e., an address has been stored in
next;, M; appends M; to the end of Lreq.seq
and transmits the Lreq message to a mobile
computer whose address is next;.

3. On receipt of an Lconf message, a mobile com-
puter M; (# S) processes the message as follows:
o If next; = null, M; stores an address which is
just after an address of M; in Lconf.seq and
a number of addresses after an address of M;
in Leonf.seq into nezt; and hops;, respectively,
and transmits the Lconf message to a mobile
computer whose address is just after an address
of M; in Lconf.seq.

e Otherwise, i.e., an address has been stored in
next;,

— if hops; is larger than a number of addresses
after an address of M; in Leonf.seq, M; stores
an address which is just after an address of M;
in Leonf.seq and a number of addresses after
an address of M; in Lconf.seq into nezt; and
hops;, respectively, and transmits the Lconf
message to a mobile computer whose address
is just after an address of M; in Lconf.seq.

— otherwise, M; transmits the Lconf message to
a mobile computer whose address is just after
an address of M; in Leonf.seq.

4. On receipt of an Lstop message, a mobile com-
puter M; (# S) sets stop_flag; as true and trans-
mits the Lstop message to a mobile computer
whose address is just after an address of M; in
Lstop.seq.

5. On receipt of an Lreq message, a source mobile
computer S appends an address of S to the end
of Lreq.seq and processes the message as follows:
o If detect_flag = false,

— if an address of a destination mobile computer
D isincluded in Lreq.seq, S sets detect_flag as
true and transmits an Lconf message where
Lconf.seq < Lreq.seq to a mobile computer
whose address is just after an address of S in
Lconf.seq.

— otherwise, S transmits an Lconf message
where Lconf.seq < Lreq.seq to a mobile com-
puter whose address is just after an address of
M; in Lconf.seq.

e Otherwise, S transmits an Lstop message where
Lstop.seq < Lreg.seq to a mobile computer
whose address is just after an address of M; in
Lconf.seq.

6. On receipt of an Lstop message, a source mobile

computer S discards the Lstop message. O

[Example] In Figure 4, an Lreq message is transmit-
ted by using a flooding. The message transmission is
almost the same as that for Rreg in DSR in Figure
2 except that D also transmits an Lreq message in
LBSR. By the transmission of an Lreg message, some
looped routes are detected as shown in Figure 5. Since
a looped route (S, Mg, S) has been detected, when Mg
receives an Lreq message broadcasted by My where
Lreq.seq = (S, M1, My, Mg, M4, M5, Mg), Mg detects
another looped route (S, My, Ma, M3, My, M5, Mg, S)
and unicasts the Lreq message to S. Thus, S de-
tects the looped route and a confirmation message
Leonf is transmitted through the looped route. By
the same way, on receipt of an Lreq message broad-
casted by My, My detects another looped route
and the Lreq message is unicasted to S through
Mg. Then, S detects an additional looped route
<S, M1, M2, M3, M7, _D, Mg, Mg, M5, Me, S> This is a
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Figure 5: Unicasting of Lconf in LBSR.

target route Rg_.p + Rp_, ¢ since it contains D. O

5 Evaluation

This section discusses performance evaluation of
LBSR comparing with DSR. For detection of a trans-
mission route from S to D in DSR, two independent
floodings are required. In a single flooding, messages
are transmitted through all the communication links.
Therefore, the maximum number of required messages
is the same as the number of links |£|. Hence, the to-
tal number of messages is 2|£|. On the other hand, in
LBSR, a single flooding and a number of unicast mes-
sages for transmitting Lconf messages are required.
Let I; be a number of mobile computers included in
the ith detected loop route. Thus, the total number of
messages in LBSR is [£]| + Y I;.
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Figures 6 and 7 show a simulation results. Here,
a simulation area is 500m x 500m and distribution of
diameter of wireless transmission ranges is uniform be-
tween 20m and 200m. As show in Figure 6, the number
of broadcast messages in LBSR is half of that in DSR.
Figure 7 shows total numbers of messages. In LBSR,
many unicast messages, i.e. Leconf messages, are trans-
mitted. Especially, through wireless communication
links near S, an Lconf message is transmitted each
time a looped route containing the link is detected.

However, by the procedure of route detection, S
detects route to all mobile computers included in de-
tected looped routes. In addition, a mobile computer
M;(# S) also detects routes to all mobile computers
included in detected route containing S and M since
on Lconf message is transmitted through a detected
looped route. On the other hand in DSR, S only de-
tects routes to mobile computers on Rg_,p + Rp_5-
Under an assumption of uni-directional links, even if a
mobile computer M; receives an Rreq and an Rrep, M;
gets no route. By transmitting an application message,
M; on Rg_,p + Rp_,5 gets routes to mobile comput-
ers downstream in the route since the message carries
Rs_p + Rp_ s for source routing. Figure 8 shows a
simulation result of distributions of number of cached
routes in DSR and LBSR. In average, 0.1 and 9.0
routes are cached, respectively. Hence, average num-
ber of messages for detecting each route is 1597 and
323 in a case of 80 mobile computers. Hence LBSR
reduces required communication overhead.
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Figure 6: Number of Broadcast Messages.

6 Concluding Remarks

This paper has proposed a novel ad-hoc routing pro-
tocol LBSR in which looped routes are detected to get
a route from a source mobile computer to a destination
one and to reduce communication overhead caused by
broadcast message transmissions. Here, a single flood-
ing and unicast message transmissions are used instead
that two floodings are used in DSR. In future work,
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the authors will evaluate the performance of LBSR in
simulation and a prototype system.
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