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Abstract This paper proposes to use UDP and RTP (Over IP) with Feedback controlled Redundant Packet Insertion Algorithm to
minimize the packet losses in Real-Time communications over the Internet, where the redundant data about present packets are
piggybacked along with later packets. The redundant packets are encoded at a lower rate (secondary encoding rate) compared to the primary
encoding. With the increase of number of redundancies the QoS and reliability will increase, but it is inefficient with respect to the
bandwidth. Therefore the proposed control algorithm inserts redundant blocks based on the feed back from the network by varying the
Combination Value (CV) suitably. CV is defined such that number of redundant packets inserted is increased with the CV. The QoS
improvement due to the ‘proposal is proved mathematically using simple M/M/1/K queue to model the loss process in the network and also

by simulation. This control algorithm is proposed with the aim of controlling packet losses within the limits of High and Low depending on
the application.
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1. Introduction

Initially the Public Switched Telephone Network
(PSTN) was designed to deliver a single service:
point to point voice communication. Similarly the
Internet was introduced with a limited set of
services such as email, file transfer, remote
terminal emulation etc. Both these networks have
evolved over time to provide new user services, but
as at present services over IP network are growing
very rapidly due to the huge reductions in operating
costs compared to PSTN, especially in long distance
communications and referred to as Next Generation
Communications Networks.

Today the Internet attempts to deliver all
traffic as soon as possible within the limits of its
ability, but without any guarantees related to
throughput, delay, jitter and packet losses. This

“best effort” forwarding has worked well for
applications running on IP with low priority and low
bandwidth data applications with a high tolerance
to delay and jitter. It is clear that the field of
packet voice is some what matured and the basic
building blocks are available. However the
real-time (Interactive) multimedia communications
such as voice/video conferencing over the Internet
1s yet-to find optimum solutions to overcome the
problems such as packet losses, dynamically varying
bandwidth, end-to—end delay and jitter.
control overcome the

Using algorithms to

problems caused by high loss rates, varying
bandwidths and delay jitter is very promising for
real-time communications over the Internet, in the
absence of network support to provide guaranteed
QoS— These should

according to the applications so that they can

control algorithms adapt
either eliminate or minimize the impacts of packet
losses and delay jitter on the QoS.

Available Solutions and

Improve

2. Currently
Suggestions to Real-Time

Transmission over the Internet

Considerable research effort has been directed
towards transporting real-time traffic over IP
network. The motivation for transporting real time
traffic over [P networks is the potential cost

savings achievable by eliminating or bypassing the

circuit switched telephony infrastructure. In this
research we are more focused on voice communication
as a real time transmission over the Internet. The
end-to-end delay for real-time interactive
communications should be less than 250ms to 300ms.
The famous Transmission Control Protocol
(TCP) [1,4] with Automatic Repeat reQuest (ARQ),
which is a closed 1loop mechanism based on
retransmission of packets that were not received
correctly at the destination, i1s not suitable for
real time traffic due to the delay restrictions.
User Datagram Protocol (UDP)[1,4], which provides
faster transmission by sending pieces of
information in short bursts with the hope of
successful delivery, is used as the layer 4 protocol
in real time communications. But it doesn’ t have
any flow or error controls and therefore UDP
messages can be lost, delayed or delivered out of
order. Real Time Protocol (RTP) is used on top of
UDP to support the transport of real time traffic
and it provides time stamping, sequence numbering
etc. [4,5,6]. Forward Error Correction (FEC), which
is an open loop mechanism based on transmission of
redundant information is an attractive alternative
to ARQ for providing reliability with an acceptable
latency and an increase in bandwidth.

The IP networks are inherently best effort
networks with variable packet delays and losses.
While voice traffic can tolerate some amount of
packet loss, a packet loss rate greater than 5% 8%
is considered harmful to voice quality. The amount
of packet loss rate that can be tolerated depends
on the sampling rate and the encoding algorithm used.
It also depends on the application. Even though
changing IP infrastructure to support guaranteed
bandwidth sessions would allow effective transport
of voice traffic, it 1s not an easy proposition
compared to applying techniques for compensations
for packet delay, jitter and loss.

Various studies in the past have shown that the
number of consecutively lost packets is small,
except for very busy hours and thus FEC can be used
for real time interactive communication over the
Internet as a packet loss compensation technique.
Algorithms such as Reed-Solomon codes are not much
suitable for interactive real-time traffic. This is
because these algorithms require the data to be

broken down into blocks and the contribution of this



‘block delay’

negligible.

to the end-to-end delay is not

We propose in this paper to use UDP and RTP (Over
IP) with Feedback Controlled Redundant Packet
Insertion Technique (Fig. 1) to minimize packet
losses, where the redundant data about present
packets are piggybacked along with later packets

For example N*® packet will carry redundant data
of (N- i)' packet and if (N -

the application waits for the N packet to recover

i)** packet is lost,

the lost data with i packets worth of delay

H| 2 H{ 3

Redundant data

bandwidth. Therefore insertion of redundant blocks

should be decided based on the feed back the source

gets from the network

Ar

1
I Primary data

Header

Fig. 1-Redundant Packet Insertion

any FEC would

require additional bandwidth and it would introduce

Implementation of technique
an additional delay. In our algorithm it is proposed
to discard any redundant data received after a
specified maximum tolerable delay in order to
control the end~to-end delay. The redundant packets
are encoded at a lower rate (secondary encoding)
compared to the primary encoding of the original
data in order to control the additional bandwidth
required to implement this technique. For example
if PCM (64kbps), ADPCM (32kbps) or Low Delay Code
Excited Linear Prediction (LDCELP- 16kbps) is used
as primary encoding, then Conjugated Structure-
Algebraic CELP (CS-ACELP-8kbps), GSM (less than
1§§EE§), LPC (less than 5kbps) or Harmonic Vector
Excitation Coding (HVXC-2/4kbps) can be used as the
secondary encoding to redundant
datal3,7,9].

frame formats in fig.2, where we use LDCELP as the

generate

In this paper we propose to use the

primary encoding and HVXC as the secondary encoding
along with the proposed control algorithm. We
considered 40ms voice packets in our frames. LDCELP
coding always consider 2.5ms frames and therefore
it is necessary to have 16 such frames as primary
data to form a packet of 40ms. On the other hand HVXC
always consider frames of 20ms, so that it is
necessary to have two such frames as secondary data
in one packet. With the increase of number of
redundancies the reliability will increase, but it

will lead to inefficiencies with respect to the

Header Primary data Secondary data
(40bytes) (40ms/640bits) (40ms/80bits)
Content of one packet
IP header UDP Header RTP Header
Header
(20 bytes) (8bytes) (12bytes)
Primary (1) . (16)
40 bits (2.5ms) 40 bits (2.5ms)
m 40ms (640bits) .
Secondary &Y @
40 bits (20ms) 40 bits (20ms)
40ms (80bits)
Fig. 2: Frame Formats

3. Proposed Algorithm

Two limits namely High and Low are defined with
the aim of controlling packet losses within these
limits. According to the encoding methods and frame
formats we have proposed, it can be proved that if
we send the redundant data four or more packets
after the original data it will not meet the

end—-to-end delay requirements demanded in
interactive real-time communications. Considering
this limitation, four Combinations are defined as

shown in the Table 1.

Combination Value (CV) Packets sent
0 0
1 0,2
2 0,2,3
3 0,1,2,3

Table 1: Combinations used in the Control Algorithm

CV= ‘0’ means no secondary data of original data
are transmitted and all the sessions are to be
started with CV= ‘0" (Fig. 3 (a)), expecting the
network quality to be good and the packet losses are

within the tolerable limits. CV= ‘1° (Fig. 3 (b))



means secondary data of each primary (original)
packet is piggybacked in the 2% packet after the
primary packet. Similarly Ccv= ‘2" (Fig. 3 (¢))
describes the scenario that two secondary data
packets of each primary packet are piggybacked in
the 2°% and 3™ packets after the primary packet.
Cv= ‘3" (Fig. 3 (d)) describes the scenario that
three secondary data packets of each primary packet
are piggybacked in the next three packets followed
by the primary packet
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Fig 3: Redundant Packet Insertion based on the

Combination value

Feedback information such as number of packets

lost before  reconstruction (i.e. without
considering the redundant information)—- L,, number
of packets lost after reconstruction (i.e
considering the redundant information)-L,, number
of event losses with two consecutive packet
losses—EL(2), event losses with three consecutive
packet losses—EL(3), event losses with four or more
consecutive packet losses~EL(4m), total number of
packets transmitted(Ty) during the period
_considered etc. are received periodically via RTCP
reports. Using these information, Packet Loss Rate
before reconstruction, LR, = L, / Ty, Packet Loss
Rate after reconstruction, LR, =L, / Ty Event Loss
Rates, ELR (2) = EL (2) / Ty, ELR (3) =EL (38) / Ty,
ELR (4m) = EL (4m) /Ty etc. are calculated

If LR, High it is necessary to increase the amount
of redundancies. If the event losses are high there
must be lots of burst losses (i.e. if ELR (4m) is
high compared to ELR (2) & ELR (3)) and then there
is no much use of increasing redundancies. In fact
it will worsen the situation by creating more
congestion. Therefore in our algorithm we calculate
effective LR, = {L, - 4{ELR (4m)}}/ Ty (i.e. loss rate
after eliminating burst losses) and increase the

redundancies only if effective LR, >High. On the

other hand if LR,“Low the CV should be reduced to
reduce the number of redundancies inserted. Here
again this is done only if three consecutive LR,
values are smaller than Low. This is done to avoid

continuous fluctuations of the quality

4. A Model for Verification

In a large network as the Internet, a flow of
packets crosses several routers before reaching the
other end. Most of the losses from a flow occur at
the router having the smallest available bandwidth
in the chain of routers, so that the whole network
can be modeled by a single bottleneck router.
Simple M/M/1/K queue can be used to model the loss
process in the network. [2,8] Assume that audio
packets arrive at the bottleneck according to a
and the

process time at the bottleneck is exponentially

Poisson distribution of parameter A

distributed with parameter g, so that the traffic
intensity, P = A //‘.

traffic intensity, p<1

At the steady state the

Under these conditions the loss probability is
ad-p) X

given by p =
()= G

5. Quality Function

A quality function is defined to analyze the
improvements in quality that can be achieved by
introducing the proposed feed back controlled
redundant insertion technique in real time
communications. Indefining the quality function it
is assumed that the audio quality is proportional
to the amount of information received at the
receiver. Therefore if primary data is received
correctly the quality is assumed to be equal to 1
and if a primary packet is lost and information is
recovered from a redundant packet, then the quality
should be less than 1 as the information received
with secondary encoded redundant data is less
compared to the primary data. This quality is

assumed to be equal to:

o= Volume of information in a redundant packet
Volume of information inan original packet.

<1

The buffer size is assumed to be a function of
number of packets and not a function of a packet
length. The effects of redundancy insertion to the



buffer capacity are assumed to be negligible.

Therefore K« = 1+ia , Where K and K are the

buffer sizes with and without redundancy insertion
respectively. Then the loss probability with the

insertion of redundancies will be,

1-p ¢,
Pla) Zl_—/_)—'("—”pk ~ P(p)

Define a continuous two state Markov variable
{X,}, where X, € (1,0) such that

~If packet n is lost X, = 1

~If packet n is correctly received X, = 0

The quality function depends on the Combination
Value (CV) applied.
For ¢V = ‘0’

Qa)y=P(X,=0)=1-P(p)=1-P(a)

For ¢V = “1°
Q@)y=PX,=0)+aP(X,=DP(X,,=0]X, =
—1-Pla)+aP@P(X,,=0]X, =1

=l-P@l-aP(X,,=0]X,=1)]

Therefore Q (@) g .o < @ (@) o -
Similarly it can be shown that Quality Function
will the

increased.

improve when combination value 1is

6. Analysis of the Simulations

We simulated a 10Mbps channel for long durations
by randomly varying the amount of traffic and the
number of users to verify the validity of our
thég;etical findings. These simulations were run
continuously for over 24 hours so that it will
verify the algorithm both during peak and off peak
times. We set the values of High and Low of the
algorithm to be 8% and 4% respectively in all our
simulations. Figure 4 shows the results of the
simulation with our proposed redundant packet
insertion algorithm applied and the average packet
loss rate in this case is 6.29%. Also it is very
clear from the graph that we can have a steady packet
loss rate by applying the proposed dynamically
adaptive algorithm. In other words it is possible

to achieve a steady improved QoS irrespective of the

D

variations in the traffic conditions of the network.

On the other hand figure 5 shows the results when

we simulated the channel under the same conditions,

the

average packet loss rate is 11.37%. Besides the high

but without the proposed algorithm. Here
average packet loss rate we see rapid fluctuations
of the packet loss rate, with the traffic variations
of the network over time. Comparing figure 4 and 5,
we can conclude that there is a 50% improvement in
the average packet loss if the proposed algorithm

is implemented.

Fig 5: Packet loss rate without the proposed algorithm

We also simulated the proposed algorithm without

<

applying the ‘Low’ limit and the results are

shown in figure 6. In this scenario if there are more
packet losses in the network the ‘Combination

Value’ is increased to insert more redundant

information, but if packet losses in the network is
very low the redundancy insertion is not reduced.

This will achieve very low packet loss rates, but



the usage 0f the bandwidth is not very efficient as

we keep' on inserting redundant information

unnecessarily even when the loss rate in the network

is very low.

packet, lqsg rate(%)

Fig 6: Packet loss rate with the proposed algorithm

applied without ‘Low’ limit

7. Conclusions

Various FEC techniques for real-time multimedia
applications over the Internet have been proposed
However we need to analyze them very
FEC will bandwidth

requirements and the end-to-end delays. Network

recently.
carefully as increase the
congestion is one of the main causes for packet
losses. Increased bandwidth requirements due to the
application of FEC may result in more congestion
leading to more packet losses. This is one of the
major factors that should be concerned when
deciding a FEC as a compensation'technique for
packet losses. Further more these conditions in the
network vary dynamically

We have proposed an adaptive algorithm to control
packet losses based on the feed back from the
network. This will of course, not provide a
guaranteed QoS for real-time communications over
the Internet, but it will definitely provide a
noticeable improvement in the quality even at very
highly

algorithm the speed of adaptation depends on the

varying network loss rates. In this
feed back and therefore it is very important to
receive timely and accurate reports on the status
of the network.

The best for QoS

traffic can be achieved by minimizing packet losses,

improvements of real-time

end-to-end delay and jitter and by varying the

transmission rate according to the bandwidth
variations. Therefore the optimum results of this
proposed algorithm can be achieved by coupling it
with an algorithm to control the transmission rate
according to the varying bandwidth. Also it will
give better results in high speed networks such as
MPLS, where the delay jitter is less.

We will

algorithm to be used in the multicast environment

pursue this study to improve this

as well. In the future, we wish to couple this
control the
bandwidth

Also it is necessary to research more

algorithm with an algorithm to

transmission rate according to the

variations.
on the hardware requirements, both at the sender and
receiver end, in order to implement the proposed

algorithm
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