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Abstract  Facial Expressions are playing an important role in human communication. Intentional or not, 

they betray one’s emotional state. It is challenging to make a computer understand a person’s emotional 
condition, since it could serve the goal to provide natural ways of human-machine interaction. We propose a 
system that can detect the facial expression of ‘smile’ automatically from video by applying a neural network 
classifier to a set of feature points provided by a face tracker. We believe, that detecting a smile automatically 
by a computer system opens a door for various kinds of applications and nevertheless it will be a step towards a 
natural way of human-machine interaction, since the machine may understand whether we enjoy the 
communication or not. 
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1. Introduction 
 
In the last decades much research has been 

done to discover the secrets of facial 
expressions in human communication. 
Spontaneous or not, facial expressions 
emphasize the point of speech or betray the 
emotional state of an individual 
non-intentionally. In [1] Ekman has proved 
that facial expressions are universal amongst 
different cultures. No matter to which 
countries people we will talk, we will always 
recognize a smile as a smile and an angry face 
always emphasizes non-agreement (this does 
not imply that we also understand the reason). 
Based on there previous work P.Ekman and W. 
Friesen developed the ‘Facial Action Coding 

Scheme’ (FACS) that provides a unambiguous 
way of categorizing facial expressions based 
on ‘Action Units’ (AUs). The AUs are related 
to the face muscles. The FACS system 
distinguishes 44 different basic action units. 
All possible (visually perceptible) facial 
expressions can be encoded by combinations 
of those basic AUs in connection with a 
related activity measure. By using FACS the 
analysis of facial expressions will be 
separated into the two steps i.e. description 
and interpretation. In [4] a data base for 
interpreting FACS-encoded facial expressions 
is provided. Today’s technology and recent 
advance in image processing and pattern 
recognition provide means for automatic face 
detection and facial expression classification. 
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Many different approaches and combinations 
of algorithms have been proposed for the 
purpose of face detection and face feature 
detection. Color based approaches try to 
detect the face by skin color [6]. The approach 
of [7] directly locates eyes, mouth, and face 
boundary based on measurements derived 
from the color-space components of an image. 
[8] uses an invariant feature based approach 
exploiting the geometrical structure of a face 
to detect facial feature points in gray level 
images by graph matching. A combination of 
feature-based and image-vector-based 
approach is presented in [9] combining 
Higher-order Local Auto-Correlation features 
and fisher weight maps to detect facial 
expressions of smile. 

 
In [10] we introduced our system approach 

for a TV-Program Rating System using facial 
expressions. The goal of this system is to 
parameterize emotions derived from facial 
expressions of the TV-audience in order to 
achieve a direct feedback of satisfaction level 
compared to today’s indirect statistical 
methods. In this paper we propose a part of 
this system that will provide a measure for 
deriving the emotion ‘happiness’ from the 
facial expression of a ‘smile’. Smile and 
laughter carry important information for 
measuring the satisfaction level of 
TV-audience, since they point out the grade of 
enjoyment a person feels. The current system 
recognizes the presence and strength of a 
smile by classifying a set of face features 
provided by a feature tracker module 
exploiting a feed-forward neural network. An 
important constraint for developing the 
smile-detection system was the processing 
time. The module will be a part of a complex 
analysis system for facial expressions and 
should perform well while consuming not too 
much computational power. In this paper we 
will present the structure of our 
low-complexity smile-detection classifier. We 
will show its capability of providing sufficient 
classification results with little computational 

effort. 
 

2. System Overview 
In Figure 1 the – compared to [10]– slightly 
modified system structure of the outline of the 
facial expression analyzer system can be seen. 
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plane determined by P(x, y) with 0<=x, 
y<=1.0 independent of the image size. 

 

 
 
  
 
 

Figure 2 The system tracks 22 features 

A scale factor z with z ~ d, where d is the 
distance of the face to the camera plane, as 
well as the Euler-angles for the rotation of the 
face around the x-, y- and z-axis are provided 
too. The feature vector represents low-level 
information of local points in a human face. 
Taking into account the physical correlation 
between the feature points (connected through 
skin, driven by muscle contraction), always a 
set of feature points is involved to form a 
specific facial expression. The ‘Facial 
Expression Classification’ module (FEC) 
exploits this correlation to perform facial 
expression classification. The last step in the 
processing chain of the in [10] proposed 
system is the classification of emotions. The 
idea is to use the fact, that a certain emotional 
state will be physically represented by an 
appropriate facial expression. Therefore the 
facial expression analyzer builds a 
hierarchical chain of from low-level to 
high-level classifiers to achieve emotion 
classification based on facial expressions.  
 
3. Facial Expression Classification 
In Figure 3 a more detailed block diagram of 
the facial expression classification module 
(FE) can be seen. The feature vector (output 
of ‘FD/FFT’ module) has to be preprocessed 
appropriately to the requirements of the 
following classifier. This may imply reduction 
of dimension, transform, etc. A FE-classifier 
has always one specialization (e.g. smile) and 
its output is an intensity measure of the 
occurrence of this facial expression. One or 
more feature points might be involved in 
building a certain expression. 

 
 
 
 
 
 
 
 
 
 

Figure 3 Block diagram of FEC module 

 
3.1. ‘Smile’-Classifier 
A subset of eight feature points is involved in 
our approach of smile-detection. The 
pre-processing step performs a selection of 
the eight features defining the mouth shape 
(Figure 4). 
 
 
 
 
 
 
 
 
 
 

Figure 4 Mouth features (red) 

A compensation of head translation, rotation 
and scale (z-component) is performed before 
applying a neural network classifier to the 
mouth feature set. The resulting feature vector 
is 16-dimensional. 
 
3.2. Neural Network Classifier 
For classification of the mouth shape 
represented by the 16-dimensional input 
vector a feed-forward network with three 
layers has been designed. The input layer 
consists of sixteen neurons to fit the feature 
vector’s dimension. A hidden layer with two 
neurons and an output layer with one neuron 
complete the network. A training set of 268 
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samples has been used for training. 50% of the 
input pattern have been labeled as ‘smile’ and 
50 % have been labeled as ‘no smile. The 
feature patterns for the mouth shape 
description have been extracted 
semi-automatically from video sequences 
taken from three persons posing ‘smile’ and 
‘no smile’ expressions. The whole video 
database consists of sequences of six people. 
Each sequence contains about one minute of 
video. A set of three sequences has been used 
to extract the data for ‘untrained’ patterns to 
verify the performance. A helper application 
has been implemented to support the 
generation of pattern from video sequences 
(Figure 5).  

 

Figure 5 Pattern generation application 

During the pattern generation step the video 
of facial expressions is presented to the test 
person. In the case the person recognizes a 
smile in the video sequence, he/she clicks a 
button for smile. The same procedure has been 
applied to ‘no smile’ expressions. Doing so 
ensures a natural judgment by a human 
observer. In Figure 6 sample images taken 
from our video database are shown. The upper 
row images were used to train the network. 
The lower row images have been used for 
verification. 
 
 
 
 
 
 
 

Figure 6 Sample images of our video 
database 

 
For training the network we used the 
‘Resilient Propagation’ method (Rprop). 
‘Rprop’ adapts its learning process to the 
topology of the error function. The 
weight-update and weight-adaptation are 
performed after the gradient information of 
the whole pattern set has been  computed. 
For the weight-update only the sign of the 
gradient will be considered to determine the 
direction of update. A detailed description can 
be found in [11]. The following parameters 
have been set : 

- initial update value     ∆ 0  = 0.1 
- maximum weight step   ∆max = 50.0 
- weight-decay exponent  α = 4.0 

 
Figure 7 shows the resulting error graph for 
5000 cycles.  

 

Figure 7 Resulting error curve during 
training the NN over 5000 cycles 

The dotted line is the resulting error curve for 
presenting the patterns in a fixed order to the 
network. The closed line shows the resulting 
error for presenting the patterns randomly. 
Random presentation leads to a faster 
convergence of the system. 
 
4. Experiments and Results 
After training the network classifier the video 
sequences of previously unknown persons 
have been presented to the system. The 
processing time for classifying the extracted 
mouth features into smile/non-smile patterns 
has been measured and takes 3 ms in average 
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per video frame. In Figure 8 sample pictures 
taken during the verification process can be 
seen. All persons are not included in the 
training set. The intensity of the smile 
recognized by the system is represented by the 
blue bar in the right images. The yellow 
polygon is the shape of the mouth formed by 
the tracked features. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 8 Resulting smil
perceived by the sy

The smile intensity is scaled between 0-100% 
of the average maximum smile intensity 
learned by the system. Since the neural 
network tries generalizes the smile patterns 
there is always a minimum smile intensity 
depending on the mouth shape perceived. This 
minimum is specific for each person and can 
be seen as a individual measure. The same 
applies to the maximum value. In the case of 
sample 2 a human would probably not 

 

Sample 1

recognize it as a real smile as the system does. 
This is a hint, that actually more facial 
features are involved in forming a smile 
expression than used in our system. 
 
5. Conclusion and Future Work 
In this paper we have presented our approach 
for an automatic smile-detection system, that 
can measure the intensity level of smile in 
presented images of human faces. An 
feed-forward ANN has been trained with the 
Sample 2
 ‘Rprop’ learning algorithm to classify 
locations of mouth shape features regarding 
the presence of smile expression. 
Classification errors can be further minimized 
by taking more facial features into account 
(e.g. eyes, texture). However, the 
classification has a very low computational 
complexity and is therefore useful for 
real-time applications while providing a 
reasonable classification result. Based on the 
results presented in this paper we will 
investigate the incorporation of above 
Sample 3
e intensities 
stem 

mentioned facial features in our future work. 
Also the extension of our video database for 
training the network is an open issue to 
achieve a better generalization of the 
classification result. 
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