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Parametric Approach for Wide Field of View Multi-Projector Displays
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In this paper, we describe techniques for supporting wide field of view multi-projector
curved screen display system. Our main contribution is in achieving automatic geometrical
calibration and efficient rendering for seamless displays in presence of panoramic surround
screens. We show several prototype systems which use a stereo camera for capturing and

rendering on quadric curved screens.

Due to a parameterized representation, the unified

calibration method is independent of pose and field of view of the calibration camera. The
method can simplify tedious and complicated installation and maintenance of large multi-
projector displays in planetariums, virtual reality and visualization venues.

1. Introduction

The image distortion correction methods us-
ing computer vision can be divided into non-
parametric and parametric approaches. For the
non-parametric approach, the screen may be of
arbitrary shape, while for the parametric ap-
proach the screen is restricted to the class of
surfaces that can be expressed by mathemati-
cal functions. In [BAARO3]?,[RASK04]® the
authors explain the benefits of the parametric
approach, specifically the accuracy of the align-
ment, using low-cost, cameras, and the possibil-
ity of head tracking. Although the methods are
restricted to the group of quadratic surfaces,
the most common display surfaces, e.g., pla-
nar, spherical and cylindrical surfaces, belong
to that group.

In non-parametric approaches [YAMAO02]*),
[HASHO4]?) , a camera is typically located in
the eye position during calibration. In some
cases, for example in flight simulators, mock-
up hardware limits the available camera lo-
cations and makes accurate calibration in the
non-parametric approach more difficult. In
[RASKO03]Y | the authors explain that for the
parametric case the camera can be located in
a different location, and moved virtually to the
desired location. In [OGATO06] that desired
location is computed from the parametric de-
scription of the underlying surface. This cal-
ibration is called wvirtual camera method, be-
cause there is no need to mount the camera
exactly at the eye point, rather the camera can
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be mounted at an appropriate location in cali-
bration.

In both [RASKO03]" and [OGAT06)®) , dis-
plays that fit within the cameras’ field of view
can be calibrated. This severely limits the dis-
plays’ field of view.

2. Virtual camera method

We briefly describe the virtual camera method
to introduce into a main theme of the paper. A
principal idea of correcting image distortion in
the method is to apply an inverse of the distor-
tion caused by projection on the screen.

Calculation of inverse distortion is equivalent
to find a mapping function ¥, . from a pixel po-
sition &, in the camera to a corresponding pixel
position x,, in the projector i,where suffix p; in-
dicates projector i, and suffix ¢ indicates cam-
era coordinate system respectively. The direc-
tion of the mapping is from camera ¢ to projec-
tor p;. In addition, we assume e or v indicates
eye position, also refer to as virtual camerg®,
and r denotes the reference coordinate system
for later use. The mapping ¥, is defined in
Eq.(1)V)3.

Ty, = Pp,c(@c)
—:—Ha:c_(quc:t (quc)2—mm3§cc €., (1)

where H is a homography matrix between the
camera to the projector, T' indicates transpose,
e. is an epipole, Q45 and g are according to a
4x4 quadric parameter matrix:

_| Qs «a
Q=% 1 @

In case of the camera position and eye position
do not coincide, a transformation from camera,
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(a) Planar screen: before cal-
ibration
ibration

(b) Quadric screen (Dome,
cut both edges): before cal-

(¢) Quadric screen (Cylin-
der): before calibration

(d) Planar screen : calibrated

(e) Quadric screen (Dome,
cut both edges) : calibrated

(f) Quadric screen(Cylinder):
calibrated

Fig.1 Applications of virtual camera method to the parametric screen: Ex-
ample of four projectors, and the automatic intensity correction
on the part of overlapped area is carried out.

to eye is calculated mathematically using ref-
erence point which is usually a center of the
quadric surface. This is a main idea of the vir-
tual camera method. Figure 1 shows commer-
cialized several applications of this method.

3. Multiple shots method

Previous calibration methods assume that
the camera can observe the entire screen. In the
case of large field of view or spherical screens,
it is hard to fit the entire screen within a sin-
gle camera view. In the next Sections, we ex-
tended the calibration method to cover the en-
tire screen with several captured images from
different locations.

The camera images have an overlapping area
which includes part of the projectors’ over-
lapped area as shown in Fig. 2(a) and (b). The
captured images with overlapped area can then
be used to unify differently reconstructed 3D
points into a unified coordinate system. This
approach requests several camera shots at dif-
ferent locations and we call the method multiple
shots method.

The main goal is to calculate mapping func-
tions W,p,: (i = 1---I) to correct image dis-

tortion. At first we calculate ¥, ,, : (s =
1---8,4 = 1---I). In this calculation, the re-
constructed screen shape represented with @ in
Eq.(2) is used. Then ¥, ,, is transformed into
¥, using same idea of virtual camera method.
In following sections, the detailed procedures
are described step by step.
3.1 Detection of the screen geometry
(1) Reconstruction of 3D points
Figure 2(b) shows reconstruction of 3D
points using a stereo-camera. From pro-
jector 4, the known 2D points m’;i (where
k indicates a point in a known pattern:
k = 1---K) are projected on the screen.
The projected points are captured with the
stereo-camera located at ¢,,, and then re-
constructed into 3D points X fjmk in camera
¢m coordinate system. The same procedure
is carried out for projector j to get X ’C’jnk
In this procedure, the camera ¢, can be
located freely as long as the projected pat-
tern of projector p; and overlapping area
with adjacent projector j are included in
the camera view. The above procedure is
carried out for all projectors to get all 3D
points which cover the entire screen.
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Projector

Ps

(a) Camera locations : The location
and orientation of camera are not
necessary to be measured.

(b) Capturing test pattern images of overlapped
area by projector p; and adjacent projector p; :
camera ¢, can be allocated freely so as to cap-
ture projectors’ overlapped area.

Fig.2 How to position a stereo-camera in multiple shots method: The figure
shows example of five projectors display system and a stereo-camera
which move appropriately to capture images.

(2)Unification of coordinate systems

To estimate screen geometry, reconstructed
3D points in different coordinate systems
corresponding to each camera are unified
into a common coordinate system. The
unification procedure consists of the follow-
ing two steps: (a) One of the camera coor-
dinate system c, is selected arbitrarily as
the unified coordinate system. (b) Then
each camera coordinate system is trans-
formed to virtual camera v, located on the
extension of diameter line where the whole
screen can be observed. We refer to v, as
the reference virtual camera.

Step (a):  To convert coordinates of
3D points in coordinate system c¢,, into ref-
erence virtual camera v,, the relative ori-
entation R, and translation ¢.,., be-
tween cameras are necessary.

The unknown R .., tc.c, can be cal-
culated by minimizing the following con-
strained Eq.(3):

K
Z }-chcmxgxk‘*'tcncm—xgi’k (3)

Xt 1amd X?F are corresponding 3D
points in different coordinate systems.
Step (b): 3D points in each camera
coordinate system X’g;’k are then trans-
formed to virtual camera coordinate system
Us.
3D points X ﬁ,’sk in the unified coordinate
system v, can be calculated by the fol-
lowing equation using known R, ., t

CnCm

—129—

calculated in step (a) and known R, ., and

tUan

ik _ ik
Xv, = Rvs cchn cmXIch +Rv, Cnt

CnCm

(3) Estimation of the screen geometry
Each 3D points Xf)’i’k projected by each
projector are on the quadric screen so that
the unknown matrix @, can be calculated
by solving an optimization problem using
known 3D points X’;Z’k (k=1---K):

I K T
> |xn @, X1 - min 5)
3 k

3.2 Dlerivation of mapping function
(1) Orientation of each projector
3D points X{,’i’k in coordinate system wv;
and corresponding 2D points mﬁi have the
following relation:

m;:,- = Pp“,ngi’k ) (6)

where P, ,, represents projective matrix of
projector ¢. Therefore the unknown projec-
tive matrix Py, can be calculated by solv-
ing an optimization problem with known
X% and «k -

K
3 |P,,WSX5:"“ —at| 5 min (7)
k=1

The projective matrix Py, is Pp,., =

K¥"[R,, .. |tp,»,] and the intrinsic matrix of

the projector K? are known in advance so

* This is because relative location and orientation be-
tween vs and cn, i.e. Ry,c, and t,,c,, can be cal-
culated using virtual camera method.

Ho,e. (4)
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Projector

O
‘g Reference Virtual Camera -
Li

(a) Setting of reference
virtual camera: The ref-
erence virtual camera has
to be allocated on exten-
sion of diameter line to
observe whole screen.

+

V‘ Eye Point
e (Vo)

|’ Reference Virtual Camera

v

(b) Corresponding relation be-

tween projector, reference virtual

camera and eye

Fig.3 Set up for virtual camera and eye position on Multiple shots method.

that it can be separated into rotation R, ,,,
and translation t,.,.
Calculation of mapping function ¥, ,,

At first, Q,, is transformed into projector
p; coordinate system using calculated R, .,
and t,,,, as follow.

T

Qp,- = Mpiﬂa st (Mpivs) 3 (8)

where the 4x4 matrix M, ,, is defined as
R iVs t iUs

My = | T
The mapping between each projector
and reference virtual camera ¥, ., (s =
1---8, ¢ = 1-.-1I) is calculated using
known projector position R,,,,, transla-
tion t,,,, and quadric matrix Q,,; as shown
in Eq. (9)V3.

Avspi =K" (Rvspi) - evquT); >

Ey,p, :qpiqz’{i _Q33Pi ’
ey, = K*(to,p,) »

(9)

where, Q33,,, and q,,, are part of matrix Q,,
(Eq. 2), and K** is the intrinsic matrix of
the reference virtual camera.
Optimization of mapping ¥, ,.

The calculated mapping has a variety of
errors and can not be applied directly
for image distortion. Using computed
Ay pr Ey b, €4, in the previous step as the
initial values, we can improve the precision
of the parameters by minimizing the follow-

ing cost function C,,:
Co, = Ek |m53 - ‘%Sslj )

where, ¢ =P ,_,, X?"* and:

ok, = Av ekt (\/(@5)T Bup(@h)) e,
The projective matrix P , , = K"{I|0]
is a virtual one so that it can be defined
mathematically with zero error. In ad-
dition, we reconstructed Xﬁi’k using the
stereo-camera so that the virtually pro-
jected point m’j has higher accuracy than
&¥ . We think that using % as a reference
is reasonable.

3.3 Actual mapping function ¥,

As a final step, the mapping ¥, . (s =
1---5) from projector p;(s = 1---1I) to actual
eye e (i.e, vy ) is calculated. Each mapping
W, p(s=1---8,i=1.---I) is already calcu-
lated so that if we could find mapping ¥.,,,
then we can calculate actual mapping ¥.,, us-
ing Eq. (11).

V. =Y., ¥,, (=1--Si=1---I) (11)
Relative position and orientation between ref-
erence virtual camera and eye can be geometri-
cally calculated using virtual camera method so
that mapping ¥.,, from reference virtual cam-
era to eye e, i.e. reference virtual camera vy, is
calculated.

In case of 5 projectors shown in Fig. 3, the
mappings from each projector to eye are as fol-
lows.

(10)
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Sterco Camcra
W N
N Calibration PC

(a) Configuration of a cylindrical
display system: with 5 projectors

(b) A stereo-camera unit:
base line is 50cm long

(c) Cylindrical screen( Diameter:6m,
Hight: 3m, FOV:270°)

Fig.4 Example for the cylindrical display system with large field of view: 5
projectors and 270 degrees field of view. If screen is quadric type, our
method can be applied to any type of screen.

‘I’epi = lIlevl ‘I’U1Pi

ep1 — Tevs

vap1) eps = Yeuy Yagps
4. Prototyping of display system and
evaluation

Table 1 Specifications of large field of view
cylindrical display system

(12)

Table 2 Precision of calibration for each projector

Proj | mean error in pixel Max. error [mm]
No. | (Number of points) | (Overlapping Proj.No.)
1 0.243(178) 1.0 (1.2)
2 0.221(212) 8.0 (2-3)
3 0.260(218) 12.0 (3-4)
1 0.223(231) 3.0 (45)
5 0.292(232) -

No. Devices

(1) | PC

Specifications
Intel Pentium4 3.6GHz, 3GB
WindowsXP SP2
Gigabit Ethernet
2 Sets XGA (1024x768 pixels)
5 Sets: SXGA (1280x1024 pixels)
Victor DLA-M2000SC,2000lm
NVIDIA QuadroFX4500 512MB
Diameter 6m Height 3m

(2) Network
(3) | Camera
(4) Projectors

(5) Graphics
(6) | Screen

4.1 Display system

Fig. 4 shows large field of view cylindrical dis-
play system being applied the unified calibra-
tion method. Overview of the display system is
shown in the figure 4(a), Fig. (b) shows outlook
of the stereo-camera for calibration, Fig. (c)
shows cylindrical screen. The detailed specifi-
cations of the system are shown in Table 1. The
image generation is carried out in the PC clus-
ter (PC-IG) shown in Fig. 4(a), and the real-
time distortion correction is carried out in com-
modity graphics boards using Cg language®.

4.2 Evaluation

The evaluation of the unified calibration
method for the large field of view using resul-
tant images is shown in Fig. 5. Fig. 5(a) shows
projected images before the unified calibration,
(b) and (c) show calibration using test pattern.
In addition, Fig 5(d)~(f) show a landing scene
of actual flight simulator application. The in-
tensity anomaly in overlapping area of adjacent

projectors is compensated using alpha map in
OpenGL functionality®. There are no geomet-
rical discontinuity and distortion as shown in
Fig. 5(b), (c).

In Table 2, the projection error for corre-
sponding points using mapping function and
measured one on the screen for each projector
at overlapping area are shown. The listed data
for ”mean error in pixel” in table 2 show mean
value of projection error, i.e. summed result of
Eq.(10) is divided by number of points.

According to the actual measurement on the
screen, 1 pixel error correspond 6 mm in maxi-
mum. As shown in Table 2, current worst error
between projectors is less than 2 pixels. There-
fore, we think that the error between projectors
in worst case is acceptable.

5. Conclusion and future work

In this paper, we described a unified auto-
matic geometrical calibration approach for dis-
plays on parametric curved screens. In par-
ticular, we showed that even for large field of
view display system, we can use a simple pair
of cameras and compute geometric and photo-
metric parameters for quadric curved screens.
We believe this is a first for a large field of view
system. We have successfully built several pro-
totypes with the proposed approach.



(a) Image of before calibra- (b) Image of test pattern af- (¢) Image of test pattern after

tion: At center in a part of ter calibration: whole screen calibration: partially magni-
cockpit, the pilot seat is lo- is shown fied
cated.

(d) Simulation image ( sea (e) Simulation image ( sea (f) Simulation image ( sea
and sky ): left side of screen and sky ): center of the and sky ): right side of the
is shown screen is shown screen is shown

Fig.5 Anexample application of the unified calibration method for large field
of view cylindrical display system: The method can be applied to any
quadric screen such as spherical screen. The number of projectors can
be freely used depending on requested resolution. In this example 5

projectors are used.

Our method can simplify tedious and com-
plex task of installing and maintaining seamless
multi-projectors display systems such as spher-
ical display systems used in planetariums or
cylindrical displays used in visualization cen-
ters.

In the future, we would like to apply max-
imum likelihood method for optimization of
mapping function so that it is robust to screen
deviations and image noise.
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