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This paper discusses how to provide reliable broadcast communication for multiple entities in
distributed systems by using unreliable broadcast communication services. In real distributed
systems, each process in some application group rather sends every message to only the sub-
set than all the processes in the group, and each process receives only messages destined to it
from some process in the same order as they were sent. In this paper, we discuss how to
design a protocol which provides such a selective broadcast service for the application
processes in the group by using unreliable broadcast service in the presence of message loss.
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1. INTRODUCTION

Current communication networks provide reliable connection oriented protocols between two peer entities like
OSI [OSI] protocols and TCP/IP [DOD]. The cooperation of a collection of more than two entities is required to
realize distributed systems, e.g. distributed database systems. In these applications, processes in different sites
send and receive messages by using the underlying communication system. In particular, processes need to send
messages to all the processes in cooperation.

Local area networks (LANSs) and radio networks provide broadcast communication at the media access con-
trol (MAC) layer [IEEE]. However, they do not provide reliable broadcast communication among entities, ¢.g.
some process in a station may fail to receive frames due to the lack of the buffer.

Reliable broadcast protocols have been studied in many literatures [CHAN84, SCHN84, TAKI187a,b89,90a,b,
GARCS8,89, NAKAS88,89, KAAS89]. In these protocols, every protocol data unit (PDU), i.c. massage, is broad-
cast to all the entities in some group. In real distributed applications, although a collection of entities composes
a group, each entity rather sends each PDU p to only a subset of the entities which are the destination of p than
all the entities in the group. Also, each entity receives the PDUs destined to it from some entity in the same
order as it sends. We name such a service a broadcast service for selectively partially ordering PDUs (SPO ser-
vice). A simple mechanism for selective broadcast is studied in [WALLS2). It uses spanning trees for routing
PDUs to their destinations and is based on one-to-one communication service. In this paper, we discuss how to
design a protocol which provides the SPO service for the entities in the group by using unreliable broadcast
communication where only lost PDU occurs as the failure and using distributed control.

In section 2, we give the definitions of correct receipt concepts among multiple entities. In section 3, we
model unreliable and reliable broadcast communication services. In section 4, we present a data transmission
procedure of the SPO protocol. Finally, we discuss the correctness and performance of the SPO protocol in sec-
tion 5. '

2. CORRECT RECEIPT CONCEPT AMONG MULTIPLE ENTITIES

A communication system M is composed of n (= 2) entities {Ey, . . . ,E,}. Each entity E; is a finitc automaton,
which is defined to be an initial state and a sequence of events and states (k = 1, . . . ,n). There are two kinds of
events, i.e. receipt and sending events. Let s[p] and ri[p] denote sending and recelpt events of a PDU p in E,,
respectively. Here, let EE be a set of events in M. We define partial ordering relations —; and — ¢ EE?,

[Definition] For every pair of events e; and e, in E,, e; — e iff e, occurs before e, (fork=1,...,n). ¢, > e,
iff (1) for some entity E,, e, — e,, or (2) for some entities E, and E; (not necessarily different), there ex-
ists some PDU p such that e; = 5,[p] and e, = r;[p].0]

Let —; and —" be transitive closures of —, and’-», respectively. —" is a happened-before relation [LAMP78].

A. Accept
A cluster C is defined to be a set of n entities E,, . . . ,E, [TAKI87a, b]. For every PDU p, let p.DST be a set of
the destination entities of p. p.DST is a subset of C.

[Definition] A PDU p from E; is said to be accepted in E; iff for every PDU q from E;, if 5;{q] -* silpl, then
rilql —) rilpl.0d

This means that E, receives every PDU q sent by E; before p.

B. Pre-Acknowledgment
We assume that every PDU from E, carries the acknowledgments for PDUs which E, has recelved already. This
scheme is a most straightforward way to efficiently implement reliable communication protocols.

[Definition] A PDU p from E; is said to be partially pre-acknowledged for E, in E, (written as s;(p] =p rk[q])
iff sipl — rilpl -* r,,[q] A PDU p from E; lS said to be pre acknowledged in E; (written as s;[p] =p
rilq)) iff for each E, € p.DST, s{{p] - rilpl =" ridq) (sjlp] =¢*" rdgh.0

When p is pre-acknowledged in E;, E; knows that every entity in p.DST has received p already.

C. Acknowledgment

Even if p is pre-acknowledged in E,;, E; cannot consider that p is correctly received by all the entities in C. Be-
cause p might not be pre-acknowledged in some entity Ej, i.e. E; considers that some entity E, has not received
p, e.g. failed to receive some reply from Ej.
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[Definition] A PDU p from E; is said to be acknowledged in E, (written as s;lpl =," rql) iff for each E, €
p.DST, Sl[p] =3p. r,,[g] —')’ rk[q].E]

When a PDU p is acknowledged in E;, E, considers that p is correctly received by all the destination entities. E;
knows that p is pre-acknowledged by every entity in p.DST.

3. SERVICE MODEL

We model the communication service for multiple entities. The entities in the cluster C send and receive PDUs
by using the underlying communication service. The service which every entity uses is modeled as a set of logs
[TAKI89, 90b]. '

3.1 Log

A log L is defined to be a sequence (S, —), i.. a set § is totally ordered with respect to the ordering relation
-, < 8% Let top(L) and last(L) be elements a and b such that for every element c in L, a —; ¢ and ¢ — b,
respectively. Elements in L are numbered from top(L) to last(L) as 1,2,...,m, where m is the cardinality of S.
Let L[i] be the i-th element in L and i be the index of the element. L' is inductively defined, i.e. L' = L[1] and L’
= L7V IL[i] (i > 1) where |is a concatenation of sequences. Also, L[il —; L[jl iff i < j. L[i] =, L{i+1] for i =
1,...,m-1. We also write L consisting m elements as < a; . . . a,, ] where ;= L[i] fori=1,...,m,and a; =
top(L) and a,, = last(L).

For each entity E,, there are two logs, i.c. a sending log SL; and receipt log RL;. SL; is a log (SP,, —s1,)
where SP; is a set of PDUs which E; has broadcast and s, © SP;? where for every p and q in SPy, if 5;[p] —n
silq), then p —g;, q. That is, SL, denotes a sequence of PDUs which Ej has broadcast.

The receipt log RL; is a log (RP,, —g), i.e. a sequence of PDUs which E, has received. For every p and ¢
in RLy, if rifp] — rilq), then p —re, 4- Let RLy; be a sublog (RPy;, —-)RL’U,) of RL, where RPy; is a set of PDUs
which Ey has received from E; and —RL,; is a restriction of =g, 10 RPy;.

3.2 Reliable Service

We define what is the reliable broadcast service for multiple entities.

[Definition] Two receipt logs RL; and RL; are said to be order-equivalent iff for every pair of PDUs p and q in
both RL; and RL, such that both of E; and E, are in p.DST n ¢.DST, p -z, 4 if p e, - RL; and RL; are
said to be content-equivalent iff RP; = RP,.[

In the order-equivalent case, two entities E; and E, receive PDUs in the same order. But they may fail to receive
some PDU. In the content-equivalent case, they receive same PDUs, but the receipt sequences may be different.

[Definition] RL, is said to be order-preserved iff for every entity E; and for every PDU p and q in SL;, if p and ¢
in RL; and p -, 9, then p —pr, g. A receipt log RL, is said to be content-preserved iff RPy = SPy U . . .
U SP,. RL, is said to be selectively content-preserved iff RPy = SP, L . . . U SP,.O0

If RL is order-preserved, E; receives PDUs from each entity E; in the same order as E; sent. If RL; is content-
preserved, E receives all the PDUs which were sent by Ej, . . . ,E,. If RL, is selectively content-preserved, Ej
receives all and only the PDUs destined to E,.

[Definition] RL, is said to be correct iff RL; is order-preserved and content-preserved. RL; is said to be selective-
ly correct iff RL; is order-preserved and selectively content-preserved. A communication service § is said to
be reliable iff every receipt log in S is correct or selectively correct.(J

[Definition] A communication service § is said to be a multi-channel (MC) service iff every receipt log in § is
order-preserved.C]

MC service is an abstraction of the service provided by systems where computers are connected by multiple
channels, e.g. multiple Ethernets. Here, every entity can receive PDUs from each entity in the sending order but
may fail 10 receive some of them. In this paper, we try to provide reliable broadcast service by using the MC
service.
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3.3 Selective Broadcast Communication (SBC) Service

Now, we define what is a selective broadcast communication (SBC) service. The SBC service is a kind of the re-
liable broadcast service, where each PDU is sent to only the destinations (not all the entities) in the cluster.

[Definition] A communication service § is said to be a selective broadcast communication (SBC) service iff
every receipt log in S is selectively content-preserved.C]

There are two kinds of SBC services according to the receipt ordering of PDUs.

[Definition] An SBC service § is said to be one for selectively partially ordering PDUs (SPO) iff every receipt
log in § is selectively correct. S is said to be one for selectively totally ordering PDUs (STO) iff every re-
ceipt log in § is selectively correct and order-equivalent with each other.C]

{Example 3.1] As an example of the SPO service, let us consider sending and receipt logs of three entities E,,
E,, and E, as shown in Fig.1. Here, for each PDU p, p; . .. means that p.DST = {E;, . . . ,E;}. For example, ap;
is a PDU whose destinations are E, and E,. In the SPO service, every entity receives all and only the PDUs
which are destined to it in the sending order. For example, E; sends PDUs ¢, d, and g to E, a, d, e, f, and g to
E,, and a, b, c, and g to E,. Every entity receives all the PDUs from each entity which destined to it, i.e. RP; =
{c.d, 8 x,5,pq),RP,=(a,d, e, f, 8 %,y p),and RP3 = {a, b, ¢, 8, ¥, 2, p}. Also, each entity receives the
PDUs in the sending order, e.g. RL;; =<cd g],RLy =<adefgl,andRLy =<abcg] in Ey, E,, and E;,
respectively, for PDUs sent by E;.[0

E, RLi:<c xpydgql SLi:<ap by 13 diz €3 81231
EyRLy<adxeypfgl SLi<xz yo z]
Es RLz<aybcpzgl SLy: < pyas @1 ]

Fig.1 An Example of the SPO Service

4. SPO PROTOCOL ON THE MC SERVICE

In this section, we discuss how to provide the SPO service (service for selectively partially ordering PDUs) by
using the multi-channel (MC) service. Suppose that a cluster C includes n (= 2)entities Ey, . . . ,E,.

4.1 Variables

A notation p* is used to denote explicitly that a PDU p is sent by Ej. p* has the following structure (j =
1,....,n).

p* 1 < SRC; DST; TSEQ; <PSEQ; . .. PSEQ,>; <ACK; . ..ACK,>; BUF; DATA >

P*SRC = Ey, i.e. an entity which sends p*.

pEDST = the set of destination entities of p*.

pETSEQ = the total sequence number of p*.

p*PSEQ; = the partial sequence number for E;.

prACK ; = the total sequence number of a PDU which expects to receive next from E;.
p*BUF = the number of buffers available in E,.

pE.DATA = the data to be broadcast.

Every PDU p* has DST field which informs receivers of whether they has to accept p* or not. When E; receives
P, if E; € p*DST, E; have to accept p*. Otherwise, E; can discard p~ Each p* has two kinds of sequence
numbsers, i.e. total and partial sequence numbers. Each p* has a unique fotal sequence number PETSEQ which
denotes the position in the total sequence of PDUs broadcast by E,. Also, p* has a unique partial sequence
number p".PSEQj for each entity E; which denotes the position of the sequence of PDUs broadcast by E; and
destined to E; = 1,...,n). p"ACK, informs every entity in the cluster that Ej has received every PDU ¢

from E; where ¢/.TSEQ < p*ACK;. For the purpose of flow control, each PDU p* carries the number p*BUF of
buffers in E;.

Each E, maintains the following variables (4,j=1,...,n).

TSEQ = the total sequence number of a PDU which E, expects to broadcast next.
PSEQ; = the partial sequence number of a PDU which E;, expects to send to E; next.
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TREQ); = the total sequence number of a PDU which E; expects to receive next from E;.

PREQ); = the partial sequence number of a PDU which E; expects to receive next from E;.

AL,; = the total sequence number of a PDU which E knows E; expects to receive next from E,.

PAL,; = the total sequence number of a PDU which E; knows that E; expects to pre-acknowledge from Ej.
F; = the number of buffers in E; which E, knows of.

Let minAL; denote the minimum among AL;, . . . ,AL;, This means that all the entities have already received
every PDU g where g/ TSEQ < minAL;. Let ISS be an initial total sequence number of E;. Initially, TSEQ =
PSEQ; = ISS; and TREQ; = PREQ; = AL,,, = lSSj (h,j=1,...,n) in E;. We suppose that every entity in the
cluster knows ISS; and initial buffer size IBF; for every E; when the cluster is established by the cluster estab-
lishment procedure [TAKI87a, b]. Each E, has n vanables Fy, ... ,F,, where F; denotes the number of buffers
in E; which E; knows of, and initially F; = IBF; (j = 1,... ,n). Let minF denote the minimum among
Fy, ... ,F,

4.2 Accept and Transmission

Here, each entity E; has n receipt sublogs RLyi, . . . ,RL;,, where each RL,; keeps track of PDUs /from E; (=
1L,...,m.

A. Accept

When E, receives p/ (from E), if P satisfies the following accept condition, it is accepted by the accept action.

[Accept Condition for p/] (1) (1-1) p/.TSEQ = TREQ; or (1-2) p/.PSEQ, = PREQ;, and (2) p/. ACK,, < TREQ, (h =

1,....n0

[Accept Action for p/}(1) TREQ; := = p/. TSEQ, (2) AL; = PACK, (h=1,...,n), and (3) If E, € p/.DST, then
PREQ; = = p/.PSEQ, + 1, and E, enqueues p/ into RLy; and marks it "accepted". Otherwise, E; discards pa

If E; does not fail to receive PDUs, the condition (1-1) is always satisfied. Even if E; fails to receive a PDU,

say p/, if p/.DST does not include Ej, the loss of p/ does not matter E;. The condition (1-2) is one to check it.
Let RPLy; be a sublog of RLy; which is composed of accepted PDUs. RPLy; is a postfix of RLy;.

B. Transmission

If the flow condition holds, E,, broadcasts a PDU p*. Here, W and H are constants. W gives the window size.
{Flow Condition] minAL; < TSEQ < minAL, + min(W, minF/(H*n%).0

[Transmission Action of p*] (1) p*TSEQ = TSEQ, TSEQ := TSEQ + 1. (2) p“.PSEQ, =PSEQ; (j=1,...,n),

and for each Ej, if E; is a destination of p¥, then PSEQ; := PSEQ; + 1, and p".DST P*DST U (Ej}. 3)
prACK, = TREQ, (h =1,...,n). (4) E, enqueues p* into SL, and broadcasts p*.0]

As long as p* is stored in SL,‘, E; can rebroadcast p* if necessary.

4.3 Pre-Acknowledgment
The problem is how each entity E, decides the correct receipt of p/ based on received PDUs in the distributed
control scheme. Here, the following notations are introduced.
I(p,) = [AL,].]E;, € ﬂ.DST}

mmAL,(p') the minimum number in ALj(p')
mmAL,(p’) means that every entity in P/ DST has received a PDU whose TSEQ is less than it. Hence, if the fol-
lowing condition holds for p/ which has been accepted already, Ey can know that every destination entity of 7
has accepted p/. That is, p/ is pre-acknowledged in E,. If p/ satisfies the PACK condition, E), performs the follow-
ing PACK action.

[Pre-acknowledgment (PACK) Condition for p/] p/.TSEQ < minAL{p). O

[Pre-acknowledgment (PACK) Action] For every j = 1,...,n, while p’ = top(RPLy)) satisfies the PACK condi-
tion, { p/ is marked "pre-acknowledged". PAL,; = p’ACK,, th=1,...,m}.0

[Lemma 4.1] If p/ received by E; satisfies the PACK condition, pi is pre—acknowledged in Eg. )
[Proof] The PACK condition means that for every E, € p/.DST, p.TSEQ < ALj. That is, for every E, € p/.DST,
there exists a PDU ¢* such that s;[p/] =p* ry{¢"]. Hence, p/ is pre-acknowledged.0]

Let PPLy; be a subsequence of RLy; which is composed of pre-acknowledged PDUs. PPLy; is an infix of RLy;.
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4.4 Acknowledgment
Next, we considcr how to acknowledge PDUs. Here, the following notations are introduced.
mmPAL{p’) the minimum number in PAL,(p')
[Acknowledgment (ACK) Condition for p/) p/.TSEQ < minPAL{p).00
[Acknowledgment (ACK) Action] For every j =1, ... ,n, while P= top(PPR;;) and p/ satisfies the ACK condi-
tion, { p/ is marked "acknowledged" ). '
[Lemma 4.2) If p/ satisfies the ACK condition, pis acknowledged in E;.
[Proof] The receipt of q" which partially pre-acknowledgcs P for E, means that E, has received p/. The pre-
acknowledgment of q" means that every entity in p/.DST knows that E, received p/. Hence, if every PDU which
pre-acknowledges P is received, E; knows that every entity in p/.DST has known that every E, € p/.DST had re-
ceived p/. Each PALj, means that a PDU which partially pre-acknowledges p for Ey is pre-acknowledged in E;.
Hence, mmPAL,(p’) means that a PDU which partially pre-acknowledges p/ for every E,. in p/DST is pre-
acknowledged in Ej. Therefore, p/ is acknowledged in E,.00

That is, every PDU which satisfies the ACK condition in PPLy; is acknowledged. Let APLy; be a preﬁx of PPLy;
which is composed of acknowledged PDUs.

4.5 Failures
When the MC service is used, PDUs may be lost. Lost PDUs can be detected by checking the following FP
condition each time when E, receives some PDU.

(Failure Point (FP) Condition] [Fig.2] (1) On receipt of P, if PREQ; < P/ PSEQ,, then E, has not received g/
such that PREQ; < ¢.PSEQ, < P PSEQ, (j =1, ...,n). (2) On receipt of q", for some j (# k), if TREQ; <
¢".ACK;, then Ej has not received g’ such that TREQ, g TSEQ < ¢ACK; (h=1,...,m)0

gi .

Ep

mp /@

Ey
Fig.2 Detection of Lost PDUs

On receipt of PDU, if a lost g is found by the FP condition, the following lost PDU action is performed.

[Lost PDU Action] (1) If the FP condition (1) holds, E; invokes the RETRANS procedure to require the entitics
which broadcast g to rebroadcast PDUs, which is presented later. .
(2) If the FP condition (2) holds, E, starts a timer for E;. If 4" satisfies the accept condition, ¢ is accepted.
(2-1) If the timer expires, E; invokes the RETRANS procedure.
(2-2) If E, receives ¥ from E ';» the timer is stopped and E, checks the accept condmon for r’ If satisfied, E;
accepts r. If not, Ej mvokes the RETRANS procedure..]

When the FP condition (1) holds E, has failed to receive some PDU and has to receive every PDU & such that
PREQ; < g’.PSEQ,, < p'.PSEQ;. On the other hand, if (2) holds, E; detects some lost PDU £ but does not know
whether g’ is destined o E,, i.e. Ex € g.DST, or not. E, has to receive only PDUs g’ such that E; € g.DST. If
E, invokes the RETRANS procedure as soon as the FP condition (2) holds, it may be meaningless for E; to re-
broadcast g/, because g’.DST may not include E;. Hence, E, waits on some PDU from E; for a while. Suppose
that E; receives a PDU ¥, If ¥.PSEQ, = PREQ), E; does not need to receive g1t PREQ, < ﬂ.PSEQ,‘, E; should
have received g
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[Retransmission (RETRANS) Procedure] (1) E; broadcasts a RETRANS PDU rt such that rtACK, = TREQ, (h =
1,...,n). (2) I E; receives the RETRANS rt from E,, E; rebroadcasts PDU g such that ¢ .TSEQ > rt ACK;
and E, € g¢/.DST. E]

Since entities rebroadcast PDUs, some duplicate processing is required.
[Duplicate PDU Condition for p/] p.TSEQ < TREQ), or p/.PSEQ; < PREQ; ]
[Duplicate PDU Action for p/] p/ is neglected.C]

5. EVALUATION

5.1 Correctness
Here, we prove that the SPO protocol provides‘ the SPO service.

[Theorem 5.1] The SPO protocol provides an SPO service for the cluster on the multi-channel (MC) service.
[Proof] If there is no failure, it is clear from Lemma 4.1 and 4.2. Suppose that E, fails to receive some PDU p/.
It is found by the FP condition. (1) If p/ is not received. by Ej, it is not pre-acknowledged in every entity E, in
pP/.DST since E; never informs E, of the receipt of P. (2) In a case that E, fails to receive ¢ which pre-
acknowledges p/, it is detected: by the FP condition. If p/ is not pre-acknowledged in Ey, p/ is not acknowledged
in any entity in p/.DST.0]

By this theorem, the SPO service can be provided for the upper layer by the SPO protocol on the underlying
communication system like a system which is composed of the multiple Ethernets or multiple radio channels.

5.2 Performance

Let n be the number of entities in the cluster and m be the average number of destinations of PDUs broadcast in
the cluster (m < n). For every entity E;, let d; be a mean time between transmission of PDUs. That is, E; broad-
casts PDUs every d; time units on the average. Let ; be a mean time between arrival of PDUs. Since the Ether-
net is used as the underlying service, f; is a constant ¢. ¢ is 1/(1/d; + . . . + 1/d,). If every d; is a constant 4, ¢t is
d/n where n is a number of entities in C. Suppose that every d; is the same d. Let r be an average propagation
delay time from one entity to the other entity. .

First, we assume that the underlying communication service has infinite capacity, i.e. every entity can broad-
cast PDUs any time without waiting. It takes a received PDU (r + d/2) time units on the average to be pre-
acknowledged. During the time, an entity receives (r + d/2)/t = (r + df2)n/d PDUs. 1t gives a number of PDUs
in the queues, i.e. RPL and PPL. If r is independent of n, the queue length is O(n). In the other case, the under-
lying service has a limited capacity. Especially, if the network is heavily loaded, the delay time r is proportional
to n. In this case, the queue length is O(n?).

As compared with the TO and PO protocols [TAKI87a,b, NAKA89, TAKI89,90a,b], the performance advan-
tage of SPO protocol appears when a failure occurs. We measure the number of PDUs discarded and retransmit-
ted when a PDU is lost. Let Npp, Npp, and Ngpp be the number of PDUs discarded in the TO, PO, and SPO,
respectively, when the lost PDU p is detected. In the SPO, if p does not include E; in its destination, E; does
not need to receive it, i.e. Ngpo = 0. In the TO and PO, the destination entities of each PDU are all the entities
in the cluster. In the TO, PDUs which come from more than one entity are discarded since every PDU received
by E, is stored in a single receipt log. In the PO, discarded PDUs due to a lost PDU are always from an entity
since PDUs broadcast by different entities are stored in different receipt sublogs. In the PO, the number of
PDUs discarded and retransmitted is Npo = Nyo/n. In both the TO and PO, lost PDUs are eventually rebroadcast,
but it depends on the destination in SPO. Even if the lost PDU includes E; in its destination, Ngpg = Nro/n *
my/n. That is, Nspg < Npg < Npo.

6. CONCLUDING REMARKS

In this paper, we have discussed a design of data transmission procedure which provides one class of reliable
broadcast communication service, i.e. a broadcast (SPO) service for selectively partially ordering PDUs, by us-
ing unreliable broadcast MC services. In the SPO service, each PDU is destined to not all the entities, but only
the destinations. The protocol is based on distributed control and the cluster concept. A cluster is a set of multi-
ple entities. The SPO protocol provides the partial ordering of received PDUs which are destined to the entity
on the MC service. Also, we have shown the correctness and the performance of the SPO protocol on the MC
service.
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