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Abstract A cooperating database system includes autonomoys database systems interconnected by communi-
cation networks. The system has to provide the interoperability among the database systems for users. In this paper,
the interoperability means that users can define dynamically their views on multiple database systems.The classical
distributed database systems aim at providing services where users can use multiple database systems without being
conscious of their heterogeneity and distribution. Further, it is assumed that each database system can accept operations
from users if the operations are authorized by the security constraint. However, each database system may not take
the operations or not reply them quickly due to the internal situation like overloaded one even if the operations can be
accepted. Thus, each database system has some autonomy, i.e. can decide what and how it can do for each operation.

In this paper, we discuss how to provide the inter operability on autonomous database systems.

ﬁi key words database, autonomy, distributed system, interoperability
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1 Introduction

Current information systems include var-
ious kinds of database systems intercon-
nected by communication networks |8,
14]. The system has to provide users
with the interoperability among multi-
ple database systems. The classical dis-
tributed database systems [6, 9, 10, 11, 16,
20] tried to provide service by which users
can use multiple database systems without
being conscious of their heterogeneity and
distribution. There are two kinds of dis-
tributed database systems, i.e. integrated
and multi-database systems. In the inte-
grated ones, one global integrated schema
is provided for users on multiple database
systems. In the multi-database systems
[12], users can define their users on multi-
ple databases. In the distributed database
systems, it is assumed that each database
system takes operations if the operations
are acceptable from the integrity and secu-
rity point of view. However, each database
system might not take the operations or
not reply them quickly due to the inter-
nal situation, i.e. it is overloaded. Thus,
each database system has some autonomy
[15], i.e. each database system can decide
what and how it can do for each operation.
On the other hand, the security is con-
cerned with which part of the data struc-
ture and operations which users can access.
In the conventional distributed database
systems, it has not been discussed how to
take into account the dynamic autonomy.
Recently, the autonomy is discussed in the
distributed artificial intelligence [7].

The second point is that the system con-
figuration is dynamically changed. For

example, database systems may join and
leave the system. Some database system
may change the data structure and the op-
erations. That is, users may not know ev-
erything about the system state, i.e. which
and how database system can be used now.
Users have to identify which database sys-
tems can be accepted to get information
required and can be manipulated before
issuing the operations.

A cooperating database system (CDBS)
is a system which is composed of multi-
ple autonomous nodes interconnected by
communication networks. The nodes are
database systems or user clients. In this
paper, the interoperability means that
users can define dynamically their views
on multiple autonomous database systems.
In this paper, we would like to present how
to provide the interoperability on the au-
tonomous database systems based on the
cooperation among them and users.

In section 2, we present the system model
of the distributed database system. In
section 3, we discuss acquaintances of the
nodes. In section 4, we present how to
negotiate among the database systems to
answer the requests from users. In section
5, we present how to adopt the change of
the system.

2 System Model

We present a model of the cooperating
database system (CKBS.)

2.1 System configuration

A cooperating database system (CKBS) is
composed of multiple nodes which are in-
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terconnected by communication networks.
Each node has a type, which defines the
possible states and the operations for ma-
nipulating the state. There are two kinds
of nodes, i.e. active and passive ones.
The active node can not only take the op-
erations from users or another nodes but
also can issue the operations to another
node. On the other hand, the passive node
can only take the operations from another
node but cannot issue operations to an-
other node. The conventional server sys-
tem like the file server is an example of the
passive node. Suppose that a passive node
a accepts an operation op from another .
If @ cannot get any answer of op from the
state, a sends the negative reply back to b.
On the other hand, if the node b is active,
a may issue operations to another nodes
to get the answer of op.

Each node is either a client or a database
system. The client is an interface sys-
tem among users and the database sys-
tems. The client is an active node. i.e. it
can issue the operation to another nodes.
It takes an operation op from the users,
decomposes it to suboperations issues the
suboperations to the nodes to answer the
operation op, and composes the answer for
op from the answers obtained by the nodes
to which the operations were issued. It is
typically realized in the user’s workstation.
A database system is a system which pro-
vides users with some data model. There
are two kinds of the database systems. The
first one is a passive database system which
can only take the operations from another
nodes. The other is an active database sys-
tem, which is a combination of the client
and the passive database system. The con-

ventional database system is a passive one.

2.2 Heterogeneity

In order to manipulate data in multiple
database systems, we have to consider two
points, i.e. heterogeneity and autonomy
of the database systems. Two database
systems are syntactically heterogeneous
if they provide different types of data mod-
els, e.g. one is relational [2] and the other
is network-typed [1]. There have been
many discussions on the syntactical het-
erogeneity [16] already. In this paper, ev-
ery database system is assumed to be rela-
tional. In a case that the database system
is not relational, we can suppose that it
provides a relational interface system [16].

The database systems
semantically heterogeneous data. For
example, there exists some name conflict,
i.e. the same name in different database
systems may denote different objects, and
different names may denote the same ob-
ject. It is still problem to solve the se-
mantic heterogeneity. In this paper, every
database system is assumed to be seman-
tically homogenized. That is, the same
name in every database system denotes the
same object. In this paper, the database
is assumed to be characterized by a set
of terms, i.e. keywords. For example, a
database on Japan travel includes terms
Japan, travel, train, ... on the traveling
in Japan.

have

2.3 Autonomy

In order to integrate multiple database
systems, we have to take into account
the autonomy. A database system D is
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autonomous if D can decide dynamically
by itself (1) which data in D can be used
by which node, and (2) which operations in
D can be executed by which node. There
are various levels of the autonomy. D is
completely autonomous if D can decide ev-
erything about it by itself. D is partially
autonomous iff D is autonomous but not
completely autonomous.

2.4 Layer Structure

Each database system D provides layers
for users. The lowest one is a local (L)
model which corresponds to the concep-
tual layer [20] of D. It is based on vari-
ous model, e.g. relational model, network
model. The second layer is a local con-
ceptual (LC') model which represents the
local model in terms of a common type of
a data model. At this level, each database
system is viewed to be syntactically ho-
mogenized. Further, we assume that each
LC model is equivalent to the local model
and every operation on the LC model can
be translated to the operations on the local
model. In this paper, we assume that each
LC model is based on the relational model.
Also, we assume that there is no seman-
tic heterogeneity among the LC models.
That is, each term denotes the same ob-
ject in every database system. At the LC
model layer, every database system can be
viewed to be homogeneous. That is, users
can use it as it were relational.

An export (EP) model of the database
system D is a subset of the LC model,
which includes only data and operations
which can be used by another database
system. The EP model is defined dy-

namically through negotiation among the
database system D and users which would
like to use D. In this sense, each database
system provides autonomy dynamically by
providing £ P models.

External
Federated

Export

LC

Local

Figure 1: Five-layer Structure

If the user would like to get some infor-
mation from the cooperating database sys-
tems (CKBS), it defines a federated model
from the E P models. The EP model EP,
is defined for the user through the negotia-
tion among the user and the local database
system D);. In this paper, the interoper-
ability means that users can dynamically
define the federated model F'. For each ap-
plication, one external model EX; is de-
fined on the federated model F'.

3 Acquaintances

Each active node, i.e. user and active
database system would like to get some in-
formation on what data another node has.
Nevertheless, the user may not know which
node has the information and how reliable
the information is even if the user hasit. A
node a is said to directly know of a term
t if a has data denoted by t in a. a is
said to know of ¢ if a directly knows of ¢
or knows another node b which knows of £.
For each node a, let K (a) be a set of terms
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which a knows, DK (a) be a set of terms
which a directly knows of, and ID(a) be
K(a) — DK(a). In a, for every term ¢,
node(a,t) be a set of nodes which a knows
knows of . Suppose that some node ask a
to get data denoted by ¢. a can derive data
from the database if ¢ is in DK (a). a can
ask another node in node(a, t) to get the
data if ¢ is not in DK (a) but ¢ is in K(a).
Otherwise, a cannot reply it. K(a) rep-
resents what information a knows exists
in the system. K(a) is structured by the
generalization and aggregation. A node b
is said to be an acquaintance of a (written
asa — b ) iff @ knows of some term ¢ which
bknows, i.e. bisin node(a,t). Let AQ(a)
be a set of acquaintances of a, i.e. { 4] a
— b }. There are kinds of the acquain-
tances of @ on the reliance. Since each
node has the autonomy, even if a thinks
that b is the acquaintance on a term ¢, b
may not be the acquaintance now. Each
node may change the type, e.g. it cannot
respond some operation sometime, and it
changes the scheme of the data structure.
Hence, even if a knows of b, a might not
have the up-to-date information on b. The
node b is a trustworthy acquaintance of a
iff @ could know about the current state
of b. For example, a trustworthy acquain-
tance b informs a of the change of b if b
has some change. Let T A(a) be a set of
trustworthy acquaintances of a.

Let us consider an example as shown in
Fig.2. There are clients A, B, C which
know of Asia, Europe, and Travel, re-
spectively. The terms which nodes know
of are structured as shown in Fig.2. There
are three database systems I, J, and K
which have data on Japan, Europe, and

World travel, respectively. A and C are
trustworthy acquaintance of a user client
a. Dashed lines represent indirect know
relations.

a A B
Japan UK
7\
London

\(UK travel)

SLondon
~

<

A

Figure 2: Example

4 Negotiation and Planning

User’s queries are supposed to be com-
posed of terms and operations on the
terms. In this paper, only the retrieval
operations are considered. First, a user
u does not have enough information on
database systems. u has only terms which
u would like to get. Let Q(u) be a
set of terms included in the query of u.
Negotiation is a process among the nodes
to get information on which nodes have
the information and how much to pay for
getting the information. Planning is a
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process to decide how to get the answers
from the nodes based on the information
obtained by the negotiation.

First, u looks for a trustworthy acquain-
tance of u which knows of some terms in
Q(u). If u finds the nodes ay, ..., @m in
T A(u) which have terms in Q(v), u canis-
sue queries to them. u selects the nodes by,
.., by, from ay, ..., @, which are expected
to give the answers with the minimum cost
based on the performance information. u
issues the queries to by, ..., by. Here, let
TQ(u) be { t | node(u,t) C { by, ..., bx
} which is a set of terms in Q(u) which
can be answered from the acquaintance. In
Fig.2, suppose that a user a would like to
get the information of trip to Japan from
London. Here, Q(a) = { Travel, Japan,
London }. Since A and C are trustwor-
thy acquaintances of a, @ knows that A has
some information on Japan and UK, and
O has travel information. a asks A about
Japan and UK. Since A does not know
directly about UK, B asks C' to get infor-
mation on UK. C informs A that a node
I has information on London. Then, A
informs @ that information on Japan and
UK can be obtained from J and I, re-
spectively. Further, a can know that the
information on airlines and Japan and
UK can be obtained from a node K. a
decides to send the query to K since the
access cost is expected to be less than I
and J, i.e. only one node K is accessed in
this case.

Next, the answers have to be obtained
for the terms in UQ(u) = Qu) —
TQ(w). Since the untrustworthy acquain-
tance might not respond the queries, u has
to confirm they can answer the queries.

u asks the acquaintances which u knows
have terms in UQ(u) whether or not they
know of the terms now. If so, u issues the
queries to the acquaintances which really
know of the terms.

Lastly, there are still terms which any ac-
quaintance does not know of. In this case,
u ask every non-acquaintance node if it
knows of the terms. Here, we cannot send
the queries to every node in the system due
to the communication cost. Each node be-
longs to a cluster in our system. Every
node can reliably broadcast messages to
all the nodes in the cluster [17, 21, 22]. A
set of nodes interconnected by a local area
network [8] is an example of the cluster.
In the cluster, nodes can ask every other
node to give information if it knows. If no
node in the cluster has the information, the
node must get it from another clusters. If
it cannot be decided which node knows of
the terms, u gives up to answer the queries,
and gives the partial answer to the user.

5 Learning Module

Through issuing the queries, the user u
gets not only the answers but also makes
the model of u more complete. The model
of u is a generalization and aggregation
structure of terms. Each term t has a
set of the properties < nd, tp, pf >
which means a node nd knows of ¢ in a re-
liance tp with the performance pf. Also,
there exists some generalization or aggre-
gation relation r among two terms t; and
to. Through negotiation among the nodes,
u gets not only terms but also relations
among the terms. u constructs the gener-
alization and aggregation hierarchy among
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= part of

Figure 3: Learning Module

Asia Japan

the terms by importing them from another
nodes. In Fig.2, first, a does not know
the relation among Japan and Asia. Af-
ter the negotiation, a gets the aggrega-
tion relation from Japan and Asia from
the client A. Also, u changes the term
structure. For example, if the trustworthy
acquaintance cannot answer the queries
which it had answered before, it is changed
to be an untrustworthy one.

6 Concluding Remarks

In this paper, we have discussed what is
the interoperability of the distributed in-
formation system. The interoperability
has been defined to be the extendibility
in this paper. In order to realize the inter-
operability, each node has some learning
module (LM) to get information from an-
other nodes. We have discussed how to
get the information so as to minimize the
communication cost.
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