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This paper proposes a novel checkpoint-recovery protocol for achieving fault-tolerant execution of an application in a
mobile network system. The protocol is an implementation of hybrid checkpointing where fixed computers take local
checkpoints by using a synchronous checkpoint protocol and mobile computers take local checkpoints by using asyn-
chronous checkpoint protocol. Until now, two protocols of hybrid checkpointing have been designed. One is for systems
with a communication model in which all messages transmitted from a mobile computer are transmitted through an
access point even if the message is destined to another mobile computer within the same wireless cell. The other is for
systems with a different communication model in which two mobile computers within the same wireless cell communicate
directly without help of an access point. In the latter protocol, wireless communication channels are assumed reliable,
that is, recovery of lost message is assumed to be supported by a protocol in underlying layer. Due to unreliable wireless
communication channels and the existence of hidden terminals, more messages are lost than in a wired network. Even
though an acknowledgment message and retransmission timer for reliable message transmission are applied, a message
directly exchanged between mobile computers is not surely received by an access point. Hence, it is not certain to store
required messages for replaying in recovery for a mobile computer to get a consistent state with other computers. In order
to solve this problem, the proposed protocol supports that all the required messages are surely received by an access point
before that fixed computers take local checkpoints by using a synchronous checkpoint protocol. In this protocol, each
mobile computer temporarily stores messages sent after taking a local checkpoint in a buffer and each message carries
event sequence of events on which the message causally depends. The proposed protocol includes a function of garbage
collection for the messages in the buffers and the events in the messages.
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1 Introduction

According to the advances of computer and communi-
cation technologies, many kinds of mobile computers like
notebook computers and personal data assistants (PDAs)
are widely available. In addition, applications based on
cooperation of multiple autonomous robots are getting de-
veloped, intelligent transport systems (ITSs) with mobile
communication are also being implemented.

A mobile network system is composed of fized comput-
ers and mobile computers interconnected by a communi-
cation network. A fixed computer is located at a fixed
location and communicates through a wired network. A
mobile computer moves from one location to another and
communicates through a wireless communication channel
with other mobile computers within a transmission range.
This is realized by using wireless communication proto-
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cols such as Bluetooth [1] and wireless LAN protocols,
e.g. IEEE802.11 [2] and HIPERLAN [3]. An access points
supports communication of mobile computers. It is not
only connected to a wired network to communicate with
fixed computers and other access points but communicates
with mobile computers through a wireless communication
channel.

In a network system, applications are realized by coop-
eration of multiple computers. Usually, a network system
is widely available products including personal computers,
mobile computers, engineering workstations, Ethernets,
routers, repeaters, switches and so on. Hence, a mission-
critical application is not always realized in such a system.
Checkpoint-recovery [4,14] is one of the well-known meth-
ods for achieving reliable and available network systems.
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Each computer v; takes a local checkpoint ¢; where local
state information of v; is stored into a stable storage. If
a certain computer fails and recovers, v; restarts from c;.
A global checkpoint, which is a set of local checkpoints, is
required to denote a consistent global state [4].

Fixed stations take consistent checkpoints by using syn-
chronous checkpoint protocols [4,14] with low synchroniza-
tion overhead by communicating through a high-speed
wired network [9,16]. However, it requires high communi-
cation and synchronization overhead to take checkpoints
synchronously in a mobile computing system due to mo-
bility and lack of battery capacity of mobile computers.
Moreover, it is difficult for mobile stations to store state
information into its unstable disk storage whose capac-
ity is limited [17]. In order to solve this problem, the
authors have proposed hybrid checkpointing where local
checkpoints are asynchronously taken by mobile stations
while synchronously taken by fixed stations [11]. Mobile
stations take local checkpoints by storing state information
into stable storages in fixed stations and access points. In
addition, in order to restart a mobile computer from a con-
sistent state with other computers, messages sent and re-
ceived by the mobile computer and communication events
in the mobile computer for the messages are required to
be logged with the state information.

In a hybrid checkpoint protocol in [11], every message
from a mobile station included in a transmission range of
an access point is assumed to be forwarded by the access
point. Hence, the access point stores the message into
a message log. This protocol is designed for such a cen-
tralized wireless communication protocol as Bluetooth [1].
In another hybrid checkpoint protocol in [15], a message
between mobile stations included in a transmission range
of an access point is directly transmitted without help of
the access point. According to the broadcast property
of wireless communication, every message is also received
and stored into a message log by an access point. This pro-
tocol is designed for such a cell-dependent wireless com-
munication protocol as IEEE802.11 [2]. In this protocol,
reliable message transmission is assumed. Though mes-
sages may be lost since wireless communication channels
are unreliable and the hidden terminal problem [10,13] oc-
curs, by using acknowledgment messages and retransmis-
sion timers, reliable message transmission between wireless
computers is achieved. However, it is not certain for an
access point to receive the messages transmitted between
the mobile computers. This paper proposes a novel hybrid
checkpoint protocol for cell-dependent wireless networks
with unreliable communication environments.

2 Hybrid Checkpointing
2.1 Conventional Checkpointing

A network system N = (V,L) is composed of a set
Y = {v1,... ,v,} of computers and a set £ C V? of com-
munication channels. An execution of an application is
realized by cooperation of multiple computers communi-
cating with each other by exchanging messages through
communication channels. (v;,v;) € £ is a communication
channel from a computer v; to another computer v;. A
state of v; is updated at each event in v;. There are two
kinds of events; local events and communication events.
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At alocal event, v; updates its state by local computation
without exchanging a message. At a communication event,
v; communicates with another computer by exchanging a
message and updates its state. There are two kinds of
communication events; a message sending event s(m) and
a message receipt event r(m) for a message m. Among
events in a network system, happen before relation is de-
fined [4].
[Happen before relation]
An event e; happens before another event e;, which is de-
noted by e; — ej, iff one of the following conditions is
satisfied:

e ¢; occurs before e; in a process.

e ¢; and e; are s(m) and 7(m), respectively, for a mes-

sage m.

e For a certain event e, e; — e and e, — e;. O

If e; happens before e;, e; causally depends on e;.

For checkpointing in a network system A/, it is im-
possible to store the state information for recovery of a
whole system in a centralized manner due to unpredictable
message transmission delay in communication channels.
Hence, each computer v; € V takes a local checkpoint c;
by storing state information of v; into a stable storage. A
global checkpoint Cy is a set of local checkpoints taken by
all the computers in ¥V, i.e. Cy = {c1,...,¢n}. A global
checkpoint denotes a global state of the system. Hence,
in order to restart A" from a global state denoted by Cy),
each computer v; € V restarts from ¢;.

If a computer v; takes a local checkpoint ¢; and restarts
execution of an application from ¢; independently of the
other computers in V, there may exist two kinds of in-
consistent messages; lost messages and orphan messages.
Here, suppose that a message m is transmitted through
a communication channel (v;,v;) and computers v; and
v; take local checkpoints c¢; and cj, respectively. Let
Cloiw;} = {circj} be a set of local checkpoints. m is a
lost message for Cf,, ,,} iff s(m) occurs before taking c; in
v; and r(m) occurs after taking c; in vy, that is ¢; — ¢;.
On the other hand, m is an orphan message for Cy,, ,;} iff
s(m) occurs after taking c¢; in v; and r(m) occurs before
taking c; in v;. A global checkpoint Cy is defined to be
consistent iff there is neither lost nor orphan message in
any communication channel in £ [4]. If there exists an or-
phan message m, in a communication channel (v;,v;) € £
for Cyy, 4,3, execution of an application in N is restarted
incorrectly. Though m, has been already received by v;, v;
does not send m, after recovery due to non-deterministic
property of execution of an application in v;. On the other
hand, if there exists a lost message m; in a communication
channel (v;,v;) € £ for Cy,, ,,}, execution of an applica-
tion in N is also restarted incorrectly. Though m; has not
yet been received by v;, v; has finished s(m;) and does not
send m; any more after recovery. However, by storing the
state information of (v;,v;), i.e. by using a message log,
m is received by v; after recovery.

Conventionally, two kinds of protocols for taking con-
sistent global checkpoints in A have been proposed; asyn-
chronous and synchronous checkpoint protocols. In asyn-
chronous checkpoint protocols [5,12], each computer takes
local checkpoints independently of the other computers.
If a certain computer fails and recovers, the computers
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cooperate to find a consistent global checkpoint for recov-
ery, i.e. a set of local checkpoints taken independently for
which there is no inconsistent message in any communi-
cation channel. An asynchronous checkpoint protocol im-
plies less communication and synchronization overhead for
taking checkpoints because of no communication among
the computers. However, it takes longer time for the com-
puters to restart since the computers have to exchange
messages carrying information of local checkpoints for de-
tecting a comnsistent global checkpoint, i.e. a set of local
checkpoints to denote a consistent global state. Moreover,
if there is no consistent global checkpoint, the computers
have to restart execution of an application from the initial
state. It is called domino effect [19].

On the other hand, in synchronous checkpoint protocols
[4,6-8,14,18,20] multiple computers cooperate to take a
consistent global checkpoint. In synchronous checkpoint
protocols, each computer always restarts execution of an
application from the most recent local checkpoint since
the checkpoints are surely consistent. Thus, no domino
effect occurs. Though communication and synchronization
overhead for taking consistent global checkpoints is higher,
it is acceptable in recent high-speed wired networks [8, 9,

16].
2.2 Hybrid Checkpointing

A mobile network system MAN = (MV, ML), which
is a kind of N, conmsists of the following three kinds of
computers; fized computers Fy,..., Fy, mobile computers
M,,...,M,, and access points A,,...,A,. F; is con-
nected at a fixed location in the network and communi-
cates with other computers through a high-speed wired
network. In addition, F; has enough resources such as
processing power, disk storage to achieve stable storage
for storing the state information at local checkpoints.

On the other hand, power supply in M; is restricted
since M; has only limited battery capacity. Computation
resources in M; is also limited. Processing power in M;
is lower than that in F; due to the restricted power sup-
ply and M; does not have stable storage to store the state
information at local checkpoints since M; does not have
enough disk storage capacity and the storage is unstable
due to the movement of M;. M; moves from one location
to another. M; communicates with another mobile com-
puter or an access point in a transmission range by us-
ing a wireless communication protocol, e.g. Bluetooth [1]
and wireless LAN protocols such as IEEE802.11 [2] and
HIPERLAN [3] based on CSMA/CA (Carrier Sense Mul-
tiple Access with Collision Avoidance). A; is connected at
a fixed location in the network. If A; communicates with
a fixed computer or another access point, it communicates
through a high-speed wired network. A; also communi-
cates with mobile computers in a transmission range by
using a wireless communication protocol.

A wireless communication media is intrinsically unreli-
able and its bandwidth is lower than that of a wired com-
munication media. For reliable transmission of a message
m from a computer v; (a mobile computer or an access
point) to another computer v;, an acknowledgment mes-
sage a for m is transmitted from v; to v; on receipt of m.
If a retransmission timer in v; is expired without receiving
a, v; retransmits m. In addition, since a wireless commu-
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nication media is broadcast-base, if a computer v; sends a
message m to another computer vj, all computers in the
transmission range of v; receives m.

As discussed in the previous subsection, synchronous
checkpoint protocols have an advantage that computers
restart from the most recent local checkpoints without
domino effect in recovery. In a high-speed wired net-
work, required communication overhead to take cooper-
ated checkpoints is acceptable. However, it is difficult
for multiple mobile stations to take local checkpoints syn-
chronously since synchronization and communication over-
head is too high due to lower bandwidth and reliability in
wireless communication channels and mobility of mobile
computers.

Hence, the authors have proposed hybrid checkpointing
as shown in Figures 1 and 2 [11]. Here, a synchronous
checkpoint protocol and an asynchronous one is combined
based on the properties of fixed computers and mobile
ones.

[Hybrid checkpointing]
e BEach fixed station F; takes a local checkpoint cp, by

using a synchronous checkpoint protocol. A set C' =
{¢F,,... ,cr,} of local checkpoints taken by the fixed
stations is referred to as a coordinated checkpoint.

e Each mobile station M; takes a local checkpoint cpy,
by using an asynchronous checkpoint protocol. O

Fr F, A M, M,
TCreq | m
CMl’//

my
/

TCreg

/
C
Creq M,
Cr
Cfin
) Cfin

T IN—

Figure 1: Checkpoint in hybrid protocol.

time

At a local checkpoint cps; in a mobile computer M;,
state information of M; is stored into a stable storage.
Since the disk storage in M; has only limited capacity and
is unstable, the state information of M; is stored into a
stable storage in a fixed computer F; or an access point
Ar. M; fails to take cpg, if M; moves out of transmission
range of any access point and the state information is not
transmitted to any fixed computer and access point. In
addition, if battery power in M; is exhausted, it is also
impossible for M; to take cps,. Thus, M; takes cps, only if
M; communicates with Fj or A; and has enough battery
power for taking cps,. Hence, M; asynchronously takes
cu;, i.e. independently of the other stations.


研究会Temp 
－3－


(iFl _ CF2 CMZ
r(mg)
Rreq =
Rr
Rfin time

Figure 2: Restart in hybrid protocol.

M; has to restart execution of an application from a
local state consistent with C. However, cpy, is not always

consistent with € since M; takes cur; independently of the
fixed stations. Hence, a kind of log-based restart proto-
cols [21,22] is applied as shown in Figure 2. Messages
transmitted between M; and other stations after taking
cy,; are stored into a stable storage. In recovery, M; re-
stores the state information at cps, and the logged mes-
sages from the stable storage. From the state at car,, M;
replays a sequence of events for the logged messages and
gets a state consistent with C. During the replay, M; does
not exchange messages with other computers.

2.3 Wireless Communication Model

A mobile network system consists of mobile comput-
ers, fixed computers and access points. According to re-
strictions for communication of a mobile computer, there
are the following four communication models; a central-
ized communication model, a cell-dependent infrastruc-
tured communication model, a cell-independent infrastruc-
tured communication model and an ad-hoc communication
model. Here, a wireless cell of an access point Ay is a
transmission range of Ay.

In a centralized communication model, all messages
transmitted from a mobile computer in a wireless cell of
an access point are forwarded by the access point. Even if
two mobile computers M; and M; in a wireless cell of an
access point A; are in a transmission range of eath other,
a message m from M; to M is transmitted to A, then for-
warded by Ag. Bluetooth [1] is a wireless communication
protocol based on this model.

In a cell-dependent infrastructured communication
model, a wireless network system is decomposed into mul-
tiple wireless cells each of which is supported by an ac-
cess point. If a mobile computer M; in a wireless cell of
an access point Ay sends a message m to another mo-
bile computer M; in the same wireless cell, m is directly
transmitted to M;. On the other hand, if M; is out of the
wireless cell, m is forwarded by A;. m is transmitted to
M;j through a high-speed wired network. In addition, if
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M; sends m to a fixed computer F;, m is also forwarded
by A;. IEEE802.11 [2], which is currently the most widely
available wireless LAN protocol, is based on this model.

In a cell-independent infrastructured communication
model, two mobile computers in a transmission range com-
municate directly independent of wireless cells. If mobile
computers M; and M; are in a transmission range of each
other, a message m from M; to M; is directly transmitted
without help of an access point. If M; and M; are impos-
sible to communicate directly and M; is in a wireless cell
of an access point Ay, m is forwarded by A. In addition,
if M; sends m to a fixed computer F;, m is also forwarded
by Ai. HIPERLAN [3] is based on this model.

In an ad-hoc communication model, there is neither
fixed computer nor access point. A mobile network system
consists of only mobile computers. If mobile computers M;
and M; are in a transmission range of each other, a mes-
sage m from M; to M; is directly transmitted. On the
other hand, if M; and M; are impossible to communicate
directly, m is transmitted with the help of other mobile
computers. That is, all mobile computers work as routers.

In order to store state information and a message log of
a mobile computer into a stable storage of an access point
or a fixed computer, the mobile computer is required to
communicate with an access point whenever it communi-
cates with other computers. Hence, hybrid checkpointing
is applicable to network systems based on the centralized
communication model [11] and the cell-dependent infras-
tructured communication model [15]. In [15], reliable mes-
sage transmission is assumed. For logging a message m
transmitted from a mobile computer M; to another one
M; in a wireless cell of an access point Ay, Ay receives m
which is broadcasted in the wireless cell. For storing the
logged messages into a stable storage by Ay in the same
order as that M has received, order information of re-
ceipt events in M is pigged back to another message later
trasmitted from Mj;. For reliable transmission of m be-
tween M; and Ay, an acknowledgment message transmis-
sion and retransmission timer is required, i.e. M; waits for
acknowledgment messages from M; and Aj. Hence, mod-
ification of a wireless communication protocol is required
and many MAC messages are exchanged.

3 Protocol
3.1 Overview

Same as the conventional hybrid checkpoint protocol
in [15], a message m exchanged between mobile computers
M; and m; and the order information of communication
events for m are separately transmitted to an access point
Ap. m is received by A; when m is exchanged between
M; and M; since m is broadcasted in a wireless cell of
Ap. m is stored into an unordered message buffer mbuf;
in a volatile storage in A temporarily. Transmission of m
between M; and M; is reliable by using acknowledgment
messages and a retransmission timer. If the timer is ex-
pired without receiving an acknowledgment message for m,
m is retransmitted. However, it is not certain whether A;
receives m since A;, is not a destination of m and does not
send an acknowledgment message for m. Each message m
carries sequences of communication events on which a mes-
sage receipt event »(m) depends. If a message m is sent
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by a mobile computer to Ay for forwarding m to a fixed
computer or a mobile computer out of the wireless cell of
A, m is surely received by an acknowledgment message
and a retransmission timer. In addition, m carries the
order information of all messages m' whose sending and
receipt events depends on r(m). That is, m' is required
for the mobile computers in the wireless cell of A; to get
consistent local states with a coordinated checkpoint C for
which a checkpoint request message is received by Ay, after
r(m). Hence, if a communication event of a message m'
in M; is carried by m and m’ is not stored in mbuf; due
to loss of m, A requires M; to retransmit m.

3.2 Checkpoint Protocol

In our hybrid checkpoint protocol, fixed comput-
ers Fy,...,F; take a coordinated checkpoint ¢ =
{cF,,--- ,cr, } by using a 3-phase synchronous checkpoint
proposed in [14].

[Coordinated checkpoint C]

1) A coordinator fized computer CF sends a checkpoint
request message Creq to Fy,...,Fy and Ay,..., 4,
through a wired network.

2) On receipt of Creq, each F; takes a tentative local
checkpoint tcp,.

3) Each F; and A sends back a reply message Crep to
CF.

4) On receipt of all Creps, CF sends a final message Cfin
to Fl’--- 7Ff and Al,--- ’Aa-

5) On receipt of Cfin, each F; makes tcp, stable, i.e.
takes cp,. O

In order to avoid orphan messages, each F; suspends trans-
mission of an application message while F; has t¢, i.e.
from step 2) to step 5).

On the other hand, mobile computers My, ... , M, take
local checkpoints cpy,, ... ,car,,. Here, suppose that M; is
in a wireless cell of an access point A;. Each M; takes
a tentative local checkpoint tc; asynchronously with other
computers.

[Tentative checkpoint tcps, in Ag]
1) M; sends TCreq to Ay. TCreq carries state informa-
tion of M;.
2) On receipt of T'Creq, Ay takes tcps; by storing the
state information of M; into a tentative state log tsl;
in a volatile storage of A;. O

On receipt of Creq for taking a coordinated checkpoint
C, Ay, takes cpr,. In order for M; to get a consistent state

with C, A stores the state information at fc; in ¢sl; and
a sequence of communication events with exchanged mes-
sages in a tentative message log tml; into a stable state
log sl; and a stable message log ml; in a stable storage in
Ag.
[Stable checkpoint cps, in Ap]
1) On receipt of Creq, Ay stores the state information of
M; at te; in tsl; in a volatile storage of A into sl; in
a stable storage. tsl; = 0. In addition, A; stores the
logged messages for M; in ¢ml; in a volatile storage of
A}, into ml; in a stable storage. sl; = 0.
2) Ay sends Creq to M;. O
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3.3 Message Logging Protocol

In order for a mobile compuer M; to keep track of
sequence of communication events which occurred in a
mobile computer AM; and M; causally depends on, M;
has event sequences e;;. e;; is a sequece of tuples
(s(mID), eID) and (r(mID), eID) for a sending and a re-
ceipt event occurred in M; for a message whose ID is mID.
elD is an event sequence number in Mj.

[Message sending event in M;]

1) M; sends a message m to M; if a destination computer
is a mobile one in the same wireless cell or to A if
a destination computer is a fixed one or a mobile one
out of the wireless cell. m carries e;; as m.e; where
Mj is in the same wireless cell.

2) M; sets a retransmission timer.

3) If the retransmission timer is expired without receiv-
ing an acknowledgment for m from the destination
computer, go to step 1). O

[Message receipt in M;]

1) On receipt of m, e;; for all j is marged with m.e;.
Here, tuples in e;; are sorted by event sequence num-
bers.

2) M; sends back an acknowledgment message for m to
a sender computer. O

[Message receipt in A;]

1) On receipt of m from M; or to M;, A stores m into
an unordered message buffer mbuf,; temporarily.

2) If m is destined to a fixed computer or a mobile com-
puter out of the wireless cell of Ay, messages in mbuf ;
are stored into a tentative message log tml; in the
order of m.e;. m is transmitted to the destination
computer through a wired network.

3) If mis destined to M;, m is transmitted to M; through
a wireless communication channel. O

3.4 Recovery Protocol

A restart protocol in a fixed computer Fj is as follows:

[Restart protocol in F}]
1) A coordinator computer CF sends a restart request
message Rreq to F1,...,F; and Ay,..., A,.
2) On receipt of Rreg, each F; and Ay send back a reply
message Rrep to CF.
3) On receipt of all the Rreps, CF sends a final message
Rfin to F1,... ,F; and Aq,..., A,.
4) On receipt of Rfin, Fj restarts from cp,. O
On the other hand, a mobile computer M; gets a state
consistent with a coordinated checkpoint C' by getting a
state at a local checkpoint ¢; and replaying events accord-
ing to a stable state log sl; and a stable message log ml;,
respectively.
[Restart protocol in M;]
1) On receipt of Rreq, an access point A sends Rreg
carried state information and a message log stored in
sl; and ml;, respectively, to M;.
2) On receipt of Rreg, M; gets a state at ¢; by restoring
the state information.
3) M; replays events according to the sequence of com-
munication events stored in the message log. O
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4 Evaluation

Here, average number of MAC messages transmitted
among mobile computers and an access points for trans-
mission of an application message from a mobile computer
M; to another one M; in a wireless cell of an access point
Ay is evaluated. For evaluation, the proposed protocol P,
is compared to an extended conventional protocol [15] P,
for reliable message transmission in which an acknowledg-
ment message is transmitted not only from M; but also
Ap. Let f be probability of message loss in a wireless
communication channel. M, and M, are evaluated aver-
age numbers of MAC messages for P, and P,, respectively,

where g = 1 — (1 — f)2.

M, = 3§:k {1-g")?-(1-4""1"}

A6 \v
M,=(2 k- (1-
= (o ity 2o 0=0)
As shown in Figure ??, M, is less than M, for any 0 <
F<1
5 —
Mpi“
4,
3,
Z

0 01 02 03 04 05 06 07 08 09 1
f

Figure 3: Numbers of MAC messages.

5 Concluding Remarks

This paper proposes a novel hybrid checkpoint protocol
for supporting wireless LAN protocol such as IEEE802.11.
The proposed protocol is applicable in a mobile network
system with losses of messages due to unreliable communi-
cation channels and existence of hidden terminals. Com-
pared with a conventional protocol extended by adding
an acknowledgment message transmission and retransmis-
sion timer for achieving reliable message transmission, our
protocol requires less MAC message.
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