BN WL RS

IPSJ SIG Technical Report

2004—DPS—117 (8)
2004—CSEC— 24 (8)
2004,73,/4

Multi-Striping: Multicast Protocol with Network Striping Approach on Grid
Computing Environment

Yasutaka Nishimura, Tomoya Enokido, and Makoto Takizawa
Dept. of Computers and Systems Engineering
Tokyo Denki University
{yasu, eno, taki} @takilab.k.dendai.ac.jp

Abstract

This paper discusses a novel type of high-performance data transmission protocol for multicasting multimedia mes-
sages in a Grid network. A Grid network is composed of various types of computers interconnected in types of networks.
There can be multiple routes from a sender process to each of destination processes in a Grid network. Multimedia data
can be in parallel transmitted to multiple processes by using multiple routes. In addition, messages can be replicated by
not only in a same route but also in different routes. Some packets lost can be recovered from the redundant parity packets.
We evaluate the protocol in terms of jitter and effective packet loss ratio, compared with traditional tree routing.
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1. Introduction

Large number and various types of peer processes like
personal computers (PCs) are interconnected with various
types of networks like the Internet and gigabit networks
in a peer-to-peer (P2P) system [8]. Peer processes are
cooperating by exchanging messages. Especially, large
number of multimedia data like image and video are re-
quired to be transmitted. Traditional communication pro-
tocols like TCP [6] and RTP [9] support processes with
reliable one-to-one or one-to-many transmission of data.
Through a connection among a pair of processes, a mes-
sages are efficiently and reliably transmitted from a pro-
cess to one or more than one destination process. Re-
cently, multiple connections are used to in parallel trans-
mit data from a process to another process in the network
striping like GridFTP [1], SplitStream [3], and PSock-
ets [10]). In PSockets [10], data is divided into partitions
and the data is striped over the sockets. In SplitStream
[3], data is splited and each of striped data is transmitted
in a different tree. In GridFTP [1], a high-performance
file transfer protocol (FTP) is discussed by using multiple
connections.

One approach to realizing the high-speed real-time
communications of multimedia data is to use a high-speed
network which is composed of high-performance routers
and computers with high-speed channels like WDM [7}]

and ATM [2]. However, such a high-performance network
is too expensive for every application to use. Another ap-
proach is to take advantage of a Grid architecture [4]. A
Grid network is composed of huge number of computers,
especially personal computers which are interconnected
with various types of networks [4]. A Grid network can
support higher transmission speed and more reliable com-
munication than the high-speed networks by taking usage
of parallel transmission of data. Even if the Grid network
is composed of low-performance computers like personal
computers (PCs) interconnected in low-performance net-
works, the Grid networks can support applications with
reliable high-performance data transmission.

In this paper, we discuss how to reliably and efficiently
exchange multimedia messages among multiple processes
in a Grid network. A multimedia message is decomposed
into a sequence of packets. A packetis a unit of data trans-
mission in the Grid network. Packets may be lost and be
delayed due to congestions and faults in the network. In
order to increase the bandwidth from the source process
to each destination process, packets of the message can be
in parallel transmitted. That is, the packets are transmitted
by using multiple connections in the network striping.

A process sends each packet of a message to multiple
destination processes to multicast the message. It takes
time to send each packet to multiple destinations. In order
to decrease the overhead to multicast packets, a multicast




tree is constructed in the Grid network. Here, each node
forwards a packet to a limited number of nodes where the
number of the nodes is decided by the processing rate of
the sender node. The more number of nodes messages are
sent to, the longer processing rate is required. The multi-
cast tree is constructed so that the delay time is minimized.

Packets may be lost and delayed. A parity packet is
transmitted for some number of packets. Even if one
packet is lost or delayed, the packet lost and delayed can
be obtained from the other packets.

In section 2, we present a system model. In section 3,
we discuss protocol to multicast messages with the net-
work striping and duplication in a Grid network. In sec-
tion 4, we evaluated the protocol in term of jitter and ef-
fective packet loss ratio compared with types of multicast
protocols.

2. System Model

A system is composed of multiple application pro-
cesses interconnected with a Grid network. A Grid net-
work G is composed of nodes Gy, ..., G, (m > 1) which
are interconnected with communication channels. Nodes
are interconnected with types of networks like 100base-
TX, 1000base-T, and ATM. A node is realized by a type
of computer, mainly personal computer (PC). Processes
exchange messages through the Grid network. A process
can communicate with one or more than one node in the
Grid network. The nodes supporting a process are referred
to as service nodes of the process. A message is a unit of
data transmission among application processes. A process
first decomposes a message to a sequence of packets. A
packet is a unit of data transmission in the Grid network.
Each node receives packets and then forwards the packets
to one or more than one node in the Grid network.

Figure 1. System model.

A process first requests some service node in the Grid
network to deliver packets to multiple processes, i.e. mul-
ticast packets. Here, the service node for the process is
referred to as root node. For example, a process S sends
a sequence of packets of a message m to a node G in
a Grid network G as shown in Figure 1. Each node for-
wards packets received to one or more than one node. The
root node G forwards packets to three nodes G, G3, and
G4. Then, the nodes deliver the packets to destination

processes. A node which delivers packets to a destina-
tion process is referred to as leaf node. For example, the
leaf nodes G2, G3, and G4 deliver packets to processes
Cy, Cy, and C. Thus, a process is connected with one or
more than one node. For example, a process G; receives
packets from three leaf nodes G, G3, and G4.

In the Grid network, a multicast tree from the root node
to the leaf nodes is constructed as shown in Figure 1. In
traditional multicast trees [5], a same packet is forwarded
to leaf nodes from a root node through root-to-leaf routes.
That is, on receipt of a packet, a node forwards the packet
to all the child nodes in the multicast tree. In other ap-
proaches, each packet may be carried by different root-to-
leaf routes. That is, on receipt of a pair of packets p; and
P2, a node may forward p; and p- to different child nodes.
In addition, the node forwards p; and ps in parallel. In this
paper, we try to get high-performance real-time multicast
communication of multimedia data by parallel transmis-
sion.

3. Multicast with Network Striping

Suppose that a process S multicasts a message to mul-
tiple processes Cy, ..., C, through a Grid network G. A
message m is decomposed into a sequence of packets p,
..., ;¢ ({ > 1). In traditional protocols, packets are se-
quentially transmitted to a destination process through a
connection in a sending order. In our protocol, packets are
duplicated and in parallel transmitted into each destination
processes through multiple routes.

3.1. Network striping

In order to increase the throughput of data transmis-
sion, a message is transmitted from a process to each of
destination processes by using multiple routes. This is re-
ferred to as network striping [10] which is used to trans-
mit packets to realize the high bandwidth. Figure 1 shows
a multicast tree in a Grid network G to multicast packets
P1, p2, and p3 from a source process .S to there destination
processes C, C, and Cs. Three are multiple routes from
the sender process to each of the destination processes,
i.e. Gy to Gg, G to G, and G to G4. For example, the
root node G can forward the first and second packets p;
and py to the node G, the third packet p3 to G3, and the
fourth packet p4 to G4. Each of the node G, G3, and G4
forwards the packets to each destination process C;. The
destination process C; (¢ = 1,2, 3) receives the packets
P1, P2> p3, and py from the leaf nodes G, G3, and Gy.
Thus, packets are in parallel transmitted in the multicast
tree in the Grid network.

A Grid network is composed of various types of node
computers like personal computers and workstations as
nodes, which are interconnected with various types of
communication channels from high-speed to low-speed
channels. Each route from a root to a leaf node supports
different quality of service (QoS), bandwidth, delay time,
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and packet loss ratio. For example, a route from the root
node to each leaf node G; is realized in a connection from
the root node G to the nodes G; (¢ = 2, 3, 4). Each route
supports different bandwidth, i.e. the routes G; to Gy
with 15Mbps, G1 to G35 with 10Mbps, and G to G4 with
SMbps, respectively. The node G forwards a sequence of
the packets py, pa, p3, - .., p; to the nodes Gz, G3, and G4
as shown in Figure 4. Here, a parity packet is transmit-
ted for every three packets. For example, a parity packet
Ryse is transmitted for three packets ps, ps, and pg. The
node G forwards six, four, and three packets to the nodes
G4, G3, and Gy, respectively. The node G5 delivers a se-
quence of six packets p;, p2, ps, Ri23, p7, and pg to the
destination processes Ci, Co, and C3. The node G4 de-
livers three packets py, R4s6, and pj; to the destination
processes. The node G, distributes packets to each route
channel on the bandwidth of the channel. Thus, the more
number of packets are transmitted to the higher bandwidth
channel. For example, G4 forwards about 40%, 30%, and
20% of packets to G2, G3, and G4, respectively, propor-
tional depending to the bandwidth of each route.

A subsequence transmitted through a route is referred
to as stream carried on the route. For example, (py, p2, ps,
Ry23, p7, py) is a stream on the route G to G,. Each des-
tination process receives streams from multiple leaf nodes.
The destination process reassembles a sequence of pack-
ets from the streams.

Figure 2. Striping transmission.
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Packet
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Figure 3. Attachment of parity data.

3.2. Redundant transmission

In order to increase the reliability of data transmission,
packets are replicated by transmitting parity packets of the
packets. A parity packet is transmitted for a subsequence
of packets [11]. For example, one parity packet /2;23 is
transmitted for a subsequence of three packets py, po, and
p3 as shown in Figure 3. A parity packet Ras6 is trans-
mitted for three packets p4, ps, and ps. A subsequence of
packets with a parity packet is referred to as segment. A

pair of subsequences (p1, p2, p3, Ri23) and (p4, ps, Pes
Rys6) are segments. Here, as long as at most one packet
is lost in a segment, the packet lost can be recovered from
the other packets. For example, a packet pa can be ob-
tained by computing the exclusive or (XOR) of the other
packets py, p3, and Rqp3. Let I be the number of non-
parity packets in a segment. Here, the robustness ratio is
given 1/(l 4+ 1). The redundant ratio of the segment (p,,
P2, 3, Rias) is 0.25. Even if at most 25% of packets
in a segment are lost, all the data in the segment can be
delivered.

Regangry of packet loss

CK15Mbps)
CK10Mbps)

: Ci5Mbps)

Recery of delayed packet
Figure 4. Recovery.

Suppose the packet ps is lost in the communication
channel from the root node G'; to the node G3. A destina-
tion process C; delivers packets p, p3, ps, ps, and Rjo3
but can not deliver the packet p, because any leaf node
does not receive pa. On receipt of the parity packet Ri23,
the packet py can be obtained from the packets p;, p2, and
Ry23 received as explained here. Thus, even if a packet is
lost in a segment of packets, the packet lost can be recov-
ered from the other packets without retransmission of the
packet.

After receiving the packet ps, the destination process
C; does not receive the packet pg due to congestions even
if all the other packets are received, i.e. the packet pg is
delayed. The destination process C; has received the par-
ity packet R4s56 and a pair of the packets p4 and ps. Here,
the process C; can obtain data to be carried by the packet
pe from the packets p4, ps, and Ry56 without waiting for
the packet pg delayed, Thus, even if a packet is delayed,
the packet delayed can be delivered before the packet is
received only if all the other packets in a segment are re-
ceived. Since delayed packets can be recovered, the real-
time constraint can be satisfied.

Packets in each segment are distributed in different
streams. Since a segment is a unit of recovery, only desti-
nation process as can recover packets lost after collecting
all packets in a segment from different leaf nodes. In ad-
dition to segments, each stream can be replicated so that
packets lost and delayed can be recovered by each node.
Let us take a stream (py, p2, p3, R123, P4, Ps, ...) as an
example. Even if the packet pj is lost in between GG and
G2, the node G cannot receive the packet po. One idea is
that another parity packet is transmitted for some number
of packets in each stream. For example, a parity packet
S125 is transmitted for three packets p;, p2, and ps in the
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stream. The node G2 recovers the packet p lost by using
the packets p1, ps, and the parity packet Sy25.

4. Evaluation

We evaluate the multicast protocol in a Grid network
in terms of the number of packets lost and the jitter de-
lay. There are two ways for multicasting messages, non-
striping (NS) and striping (S) ones. In the non-striping
(NS) way for multicasting packets, a sequence of packets
are transmitted in a route from the root to every leaf node.
That is, packets are serially transmitted in each route. In
the striping (S) way, packets in a message are in parallel
transmitted in multiple routes. Different packets can be
transmitted in different routes.

There are other types of transmission, non-parity (NP)
and parity (P) ones. In the non-parity (NP) one, messages
are not replicated, i.e. no parity packet is transmitted. If
some packet is lost, the packet is required to be retransmit-
ted. On the other hand, messages are replicated by trans-
mitting parity packets. Here, even if some packets are lost,
the packets can be obtained by a destination process.

Figure 5. Evaluation of non-striping proto-
col.

Figure 6. Evaluation of striping protocol.

In the evaluation, seven personal computers (PCs) are
interconnected in a multicast tree as shown in Figures 5
and 6. Figure 5 shows a multicast tree for non-striping
(NS) multicast and Figure 6 indicates a striping (S) mul-
ticast tree. By using the multicast tree, packets are mul-
ticast to four destination processes Cq, Cs, C3, and Cy.

A pair of computers are interconnected with a 100base-
TX network. In the NP tree as shown in Figure 5, a same
sequence of packets are transmitted in each of four root-
to-leaf routes. On the other hand, each route carries a sub-
sequence of packets, i.e. stream different from every other
route.

Figure 7 shows the jitter and the packet loss ratio for
four multicast trees, NS/NP, NS/P, S/NP, and S/P. A video
data of 38M bytes is multicast to seven destination pro-
cesses by using the multicast tree shown in Figures 5 and
6. Here, each packet is 10K bytes long. A parity packet is
transmitted each time six packets are transmitted, i.e. the
redundantly ratio is 16.7% in the type P multicast. The
bandwidth of one stream is transmitted at 30Mbps.

[ms]i%]

[ENSINPEINSP [(]SINP [ S/P |

Figure 7. Evaluation of four transmission
protocols.

Table 1. Evaluation result.
NS/NP | NS/P | S/NP S/P

Jitter[ms] 15.1 21.77 | 14.18 | 16.51
Loss ratio[%] | 31.98 | 45.72 | 23.71 | 20.36

We measure jitter, i.e. how long it takes to receive six
packets, i.e. 60K bytes. In the P type multicast, it takes
a longer time to calculate the parity than the NP type. As
shown in Figure 7 and Table 1, the jitter of the type S/P
is about one [msec] longer than NS/NP while S/NP sup-
ports one [msec] shorter jitter than NS/NP. The jitter must
be 15 [msec] to transmit continuous video data, i.e. 60K
bytes in the half NTSC rate as Digital Video (DV). The
our protocol. S/P, does not satisfy the constant , about 1
[msec] longer than the constant 15 [msec]. It take about
two [msec] to calculate the parity to receive packets lost
and delayed.

The packet loss ratio shows how many packets a desti-
nation process does not receive. In the type NP, the packet
loss ratio is the same as one in the network. In the type P,
some packets lost are recovered by each destination pro-
cess. Figure 7 shows that 20.36% of packets are lost in the
S/P type which is smaller than the S/NP.
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In the NP type, only one connection, i.e. route is used
to transmit packets to each destination process. If par-
ity packets are transmitted, more number of packets are
transmitted. Hence, the more number of parity packets
are transmitted, the larger the packet loss ratio. On the
other hand, multiple routes are used in the S types. Parity
packets are transmitted in multiple routes in the S/P type.
Even if parity packets are transmitted, the traffic in each
connection is not so much increased as the NP type since
the packet loss ratio is smaller.

In order to decrease the jitter, we need some high-
performance computing mechanism to calculate the parity
of multiple packets. We are now discussing how to reduce
the jitter delay.

5. Concluding Remarks

We discussed the multicast protocol with network strip-
ing and redundant transmission for distributed multimedia
systems on the Grid computing environment. We pre-
sented the high-performance application-level multicast
based on the Grid network, multicast with network strip-
ing. We evaluated the protocol in terms of jitter and effec-
tive packet loss ratio through the experiment. The protocol
implies smaller packet loss ratio than the other protocols.
We are now disclosing how to reduce the jitter implied by
the computation of parity packets.
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