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In a wireless sensor-actuator network (WSAN), sensors and actuators are interconnected with wireless chan-
nels. Messages sent by sensors might be lost due to collision if multiple sensors simultaneously send the messages
in a channel. In sensing applications, sensed values are in nature required to be sent to actuators in a real-time man-
ner. If a message is detected to be lost, the lost message is retransmitted. It takes at least three rounds to retransmit
a lost message. We have to reduce the number of messages retransmitted to realize the real-time communication.
We newly propose a data transmission procedure where data in a message m1 is redundantly forwarded to the
destination node by another message m2 sent by the receiver node of m1. Even if the message m1 is lost, the des-
tination node s can receive the data in m1 if s receives m2. In addition, we have to reduce the energy consumption
of a sensor where only some, of the sensors send sensed values.����� ��� �
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1 Introduction

In a wireless sensor-actuator network (WSAN) [1,
2], sensor nodes and actuator nodes are interconnected
in wireless networks. A sensor gathers information
about physical world and sends sensed values to actu-
ators. An actuator makes a decision on what actions to
be performed and performs the methods on actuation
devices. Sensors are low-cost and low-energy devices
which communicate with other nodes by taking usage
of one broadcast channel. Radio emitted by a sensor
is so weak that messages can be delivered to nodes in
distance of several meters. An area where nodes can
receive messages sent by a node c in a collision area
of C. We discuss how to reliably deliver messages to
nodes in one broadcast channel and how to reduce en-
ergy consumption of a sensor.

If multiple sensors simultaneously send messages
in a broadcast channel, the messages are lost due

to collision. In order to resolve the collision,
some synchronization mechanisms like CSMA [7] and
CSMA/CA [14] are used in sensor networks. If a mes-
sage is lost, the message has to be retransmitted in tra-
ditional transmission protocols like TCP [8]. However,
it takes time to detect messages lost by the timeout
mechanism and retransmit the lost messages. Sensing
applications like home network, traffic management,
and meteorological observation in nature require real-
time communication. That is, a value sensed by a sen-
sor is required to be delivered to an actuator so as to
satisfy some time constraint. In order to reduce the
number of messages retransmitted, data and control in-
formation in a message from a sensor are redundantly
transmitted in this paper. If a sensor node si sends a
message m1 in a broadcast channel, actuators and sen-
sors receive the message m1 in a collision area of the
sensor si. After receiving the message m1, a sensor
node sj sends a message m2. Here, if the message m1
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can bring data in m2, a node can receive data in the
message m1 if the node receives m2 even if the node
does not receive m1. By using the redundant trans-
mission scheme, the reliability of data transmission is
increased in presense of collision. We discuss the re-
dundant broadcast procedure which takes advantage of
redundant data transmission.

A sensor is equipped with a battery and consumes
the energy of the battery to send messages. A sen-
sor sends sensed values if the sensor senses an event.
Hence, every sensor sends a message on occurrence of
an event. In this paper, we discuss an energy efficient
data transmission procedure where only enough num-
ber of sensors send sensed values and the other sensors
do not send to reduce the energy consumption.

In section 2, we present the system model. In sec-
tion 3, we discuss the redundant data transmission pro-
cedure to realize the reliable real-time communication.
In section 4, we discuss how to reduce the energy con-
sumption.

2 System Model

A wireless sensor-actuator network (WSAN) W is
composed of nodes interconnected with wireless chan-
nels. Let C(c) be a collision area set of nodes to which
a node c can deliver a message. There are two types of
nodes, sensor and actuator ones. A sensor node gath-
ers information in the physical world and then sends
the sensed values to actuators [11]. Let S be a set of
sensors s1, · · · , sn in a WSAN W . An actuator node
a makes a decision on what actions to be performed
based on values gathered by sensors. W is S ∪ {a}.

In this paper, we make the following assumptions
on sensor-sensor and sensor-actuator communications:

1. One actuator a and sensors s1, · · · , sn (n ≥ 1) in
W are interconnected in one broadcast channel.

2. Every sensor si can receive a message if an actua-
tor a sends the message and no message collision
occurs, i.e. C(a) = W .

3. A message sent by a sensor si can be received
by only a limited number of nodes if there is no
message collision, i.e. C(si) ⊆ W .

An actuator a sends a message with stronger radio
channel than sensors and can deliver a message to ev-
ery node as shown in Figure 1. On the other hand, a
sensor node si can deliver a message to nodes in the
collision area C(si) of the sensor si due to weaker ra-
dio. It is noted a /∈ C(si) for some sensor si while
si ∈ C(a) for every sensor si. Every sensor may not
directly deliver a message to an actuator a. A sensor
node forwards a message to other nodes, i.e. through
multi-hop communication.

If be a pair of different nodes c1 and c2 simul-
taneously send messages, nodes in the collision area

C(c1) ∩ C(c2) cannot receive both the messages due
to collision. They are well known hidden nodes [9].
Hence, if an actuator a sends a message m and a sen-
sor si sends a message mi, every node in C(si) can re-
ceive neither m nor mi while other nodes out of C(si)
can receive the message m from a.

In this paper, we discuss how messages sent by sen-
sors are more reliably delivered to actuators.

:actuator.
:sensor.

:collision area.

Figure 1. Collision areas of nodes.

3 Redundant Data Transmission Proce-
dure

3.1 Basic procedure

We discuss the sensor-actuator communication to
increase the reliability in presence of message colli-
sions. If messages are simultaneously sent by a pair
of sensors si and sj in a common area C(si) ∩ C(sj)
of the collision areas, the messages are lost due to the
collision. Let us consider four nodes s1, s2, s3, and s4

interconnected in a wireless channel as shown in Fig-
ure 2. Suppose the node s1 sends a message m1 and
the node s2 receives m1. If another node s4 sends a
message m3 while s1 is sending m1, m1 and m2 col-
lide and the sensor s3 can receive neither m1 nor m3

as shown in Figure 3. Suppose the node s2 sends a
message m2 after receiving m1 and the sensor s3 re-
ceives m2. Here, if the message m2 carries data in
the message m1 to the node s3, the node s3 receives
not only m2 but also data of the lost message m1 as
shown in Figure 3a). Figure 3b) shows the traditional
retransmission scheme where the node s1 retransmits
m1 if timeout (TO) occurs. It takes at shortest three
rounds to deliver a message if the message is lost. On
the other hand, it takes two rounds to deliver a lost
message m1 and no message is retransmitted in the re-
dundant transmission scheme of Figure 3a). In sensing
applications, a sensor sends a sensed value, e.g. tem-
perature value of two bytes. However, a message can
carry longer data than the sensed value. Each mes-
sage can carry more number of sensed values than one
sensed value. For example, a message is 34 bytes long
(variable) and a sensed value is just two bytes long in
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Mica2dot [4]. If the identifier of a sensor is two bytes
long, a pair of a value and a sensor identifier are four
bytes long. Thus, each message can carry eight sensed
values in addition to a value sensed by the sensor.

S1
S2

S4

m1

m1
m2

S3

m3

D1 D2

D4

Figure 2. Collision of messages.
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Figure 3. Recovery from message loss.

3.2 Message format

Each sensor si broadcasts a value vi. Another sen-
sor sj also broadcasts the value on receipt of the value
vi. Finally, the actuator a receives the sensed value vi.
Thus, the sensor si not only sends a value sensed by si

but also forwards received values to nodes.
Each message m sent by a sensor si is composed of

the following fields:

• m.src = source sensor si of the message m.
• m.seq = sequence number of m.
• m.val = value sensed by the sensor si.
• m.state = ON if si knows the value m.val is re-

ceived by an actuator, else OFF .
• m.data = 〈data1, · · · , datamaxDT 〉.
• m.dataj = 〈src, seq, val, state〉 which si has re-

ceived (j = 1, · · · , maxDT ).

If a sensor si sends a message m2 after another
message m1, m1.seq = m2.seq + 1 and m1.src =
m2.src = si. In addition to sending the value m.val
sensed by si, the message m carries the sensed values
in m.data which si has received from the other sen-
sors. For each tuple 〈sj , seq, val, state〉 in m.data,
state = ON if a sensor si receives the confirmation
of the value val sent by sj from an actuator a.

On receipt of a message m from a sensor si, an ac-
tuator a takes sensed values, not only m.val of si but
also val in m.dataj(j = 1, · · · , maxDT ) which si

receives from other sensors. Then, the actuator a sends
the acknowledgment of the sensed values to every sen-
sor. An actuator a sends an acknowledgment message
m of the following fields:

• m.src = source actuator a of the message m.
• m.seq = sequence number of m.
• m.ACK = 〈m.ack1, · · · , m.ackmaxAK〉.
• m.acki = 〈sid, seq〉 where sid shows a sensor

which sends a sensed value and seq is a sequence
number of a message from the sensor sid, such
that the actuator a receives every message whose
sequence number is smaller than or equal to seq.

On receipt of a message m from an actuator a, a
sensor si finds that the actuator a has received ev-
ery message mi where mi.seq ≤ seq for some pair
〈si, seq〉 in m.ACK. In addition, the sensor si finds
that the actuator a receives a message mk from an-
other sensor sk where mk.seq ≤ seq for some pair
〈sk, seq〉 ∈ m.ACK. If si received the message mk,
si marks mk.

On receipt of a message mj from a sensor sj ,
a sensor si stores mj in a receipt buffer BFi.
The sensor si forwards sensed values in the mes-
sage mj to other nodes as presented. A tuple
〈sj , mj .seq, mj .val, state〉 is included in a message
which si sends after receiving mj . Here, if the mes-
sage mj is marked, i.e. si knows that the actuator a has
received mj , state = ON. Otherwise, state = OFF .
Hence, if a sensor si receives a message mk from an-
other sensor sk and 〈pj , seq, val, ON〉 is included in
mk.data, the sensor si finds that the actuator a has
received a message mj where mj .seq ≤ seq.

3.3 Data transmission procedure
We discuss how sensors s1, · · · , sn and an ac-

tuator a send and receive messages in one broadcast
channel. We use the following procedures to show the
data transmission procedure:

• enque(Q, m) : a message m is enqueued into a
queue Q.

• m = deque(Q) : a top message m is dequeued
from a queue Q.

• send(m) : a message m is broadcast.
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• copy(Q, m) : the top maxDT elements in Q are
copied into m.data.

Each sensor si has a receipt queue RQi where mes-
sages from sensors are stored in the receipt order. Each
sensor si manipulates the following variables:

• seqi = sequence number of a message which si

has most recently sent.

Each sensor si sends a message m and receives
messages from sensors as follows :

[Receipt from sensors] On receipt of a message m
from a sensor sj :

for each tuple 〈sj , q, v, st〉 in m.data,
if a tuple 〈src, seq, val, state〉 where

src = sj and seq = q is found in RQi,
state = ON if st = ON and state = OFF ;

else enque(RQi, 〈s, q, v, OFF 〉);

Si aSj

time

����vj���vi�

�vi�

Figure 4. Forwarding of acknowledg-
ment.

[Transmission] The sensor si sends a message m with
a sensed value v to the actuator a :

1. seqi = seqi + 1; m.seq = seqi; m.src = si;
m.val = v; m.state = OFF ;

2. copy(RQi, m);

3. send(m);

Si aSj
�vi�

vj�si ,  vi�

time

Figure 5. Forwarding of sensed values.

On receipt of a message mj from a sensor sj , a
sensor si stores mj in a receipt queue RQi. Then, the
sensor si sends a message mi which includes sensed
values of messages in RQi. This means, not only the
value sensed by sensor is sent but also a message re-
ceived from another sensor is forwarded to the actuator
a by using the flooding protocol [3].

An actuator a receives a message mi from a sen-
sor si. The actuator a broadcasts an acknowledgment
message. There are the following variables to send an
acknowledgment message in the actuator a;

• CT = counter, initially 0.

• CTi = counter for each sensor si(i = 1, · · · , n).

• SEQi = sequence number of a message which
the actuator expects to receive next from a sensor
si(i = 1, · · · , n).

• Vi = value sensed by a sensor si(i = 1, · · · , n).

• Si = ON if the actuator a had sent acknowledg-
ment for Vi, else OFF .

[Receipt from a sensor] On receipt of a message m
from a sensor si :

if SEQi = m.seq, {
SEQi = SEQi + 1; Vi = m.val; Si = OFF ;
CTi = CT ; CT = CT + 1;
for each 〈sk, sq, val〉 in m.data,

if SEQk = sq, {SEQk = SEQk + 1;
Vk = val; Sk = OFF ;
CT = CT + 1; }
CTk = CT ;

}

[Transmission to sensors] An actuator a sends a mes-
sage m to every sensor:

h = 0;
for i = 1, · · · , maxAK{

find a sensor sj such that CTj is the minimum
for CTj ≥ h and Sj = OFF ;
m.datai = 〈sj , SEQj〉; h = CTj ; Sj = ON ;

}
send(m);

An actuator a broadcasts acknowledgment of
sensed values to sensors. A sensor si receives the ac-
knowledgment message m from the actuator a.

[Receipt from an actuator] On receipt of a message
m from an actuator a;

for i = 1, · · · , maxAK,
for every 〈sj , seq〉 in m.ack,
if a tuple 〈sj , seqj , val, state〉 is in RQi

where state = OFF and seqj ≤ seq,
state = ON ;

The size of the receipt queue RQi is limited. Some
tuples in RQi are removed if RQi is full to store a new
tuple. There are the following strategies:
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1. A tuple 〈sid, seq, val, ON〉 is removed because
it is sure that the actuator a has received the
sensed value val.

2. If RQi is still full, the top tuple, i.e. oldest one is
removed.

4 Energy-efficient Data Transmission

Sensors are low-cost, low-powered devices. We
have to reduce the energy consumption of each sen-
sor in a wireless sensor-actuator network (WSAN).
Various types of technologies have been so far dis-
cussed [12,13]. A sensor mainly consumes the energy
to send and receive messages. In WSAN, multiple sen-
sor nodes sense the same event and generate messages
to deliver the sensed value to an actuator because they
are closely located [2]. There are multiple sensors in
collision areas. Hence, if every sensor which senses
an event transmits a message, the collision occurs and
lost messages are retransmitted as shown in Figure 6a).
Hence, the more number of sensors send messages, the
more amount of energy is consumed. Hence, only a
limited number, not all of sensors which sense an event
send messages to reduce the total energy consumption
of sensors as shown in Figure 6b).

:actuator. :sensor. :ev ent area.

a) A l l  sensors send messages. b) Some sensors send messages.

Figure 6. Number of active sensors.

Clustering techniques have been so far proposed
to limit the number of sensors which transmit mes-
sages. However, some devices like the beacon [15]
and GPS [10] device are required in these approaches.
In beacon systems, it is necessary to set up the base
station to send out a beacon or sensor must send out a
beacon itself. In WSAN, because sensors and actua-
tors are geographically distributed, it is difficult to set
up the base station. In addition, the battery of a sensor
is burned earlier if sensors send out a beacon. On the
other hand, in the GPS approach, every sensor should
be equipped with the GPS device. However, GPS de-
vices are too expensive to equip sensors. We have to
develop methods to limit the number of sensors which
transmit messages using neither the beacon nor GPS
device.

If a node sends a message, multiple nodes can re-
ceive the message in a broadcast channel. Suppose a
sensor node si senses a value vi for an event. We take

the following ways to reduce the energy consumption
in sensors:

1. On receipt of a message mj from an-
other sensor sj , the sensor si logs a tuple
〈sj , mj .seq, mj .val, mj .state〉 and every tuple
in mj .data in RQi in the receipt queue RQi as
discussed.

2. A sensor si senses a value vi on occurrence of
an event e. The sensor si first checks the queue
RQi. If |RQi| < πi, i.e. only a fewer number of
sensors than πi have sent sensed values, the sen-
sor si sends a message mi with the sensed value
m.val. Otherwise, the sensor si does not send a
message with the sensed value.

S1

sensor information.
acknowledgement.

time

S2 S3 S4 a

Figure 7. Repressed transmission.

In Figure 7, there are four sensor nodes s1, s2, s3,
and s4 and an actuator node a which are intercon-
nected in a broadcast channel. Here, we assume each
node can deliver a message to every node if no colli-
sion occurs. Suppose πi = π = 3 for every sensor
si(i = 1, · · · , 4). First, the sensor s1 sends a mes-
sage m1 with the sensed value v1. Every other node is
listening to the transmission of the message m1 and re-
ceives the message m1 according to the CSMA scheme
[7]. Every other sensor node si has two choices after
the transmission of m1; 1) si sends a message mi with
a value vi or 2) waits. In this paper, we take the fol-
lowing strategies:

1. A sensor si first listens to the wireless channel
before transmitting a message mi.

2. If no node is transmitting a message in the chan-
nel, the sensor si sends a message mi with the
sensed value vi.

3. If some sensor sj or an actuator a is transmitting
a message m, the sensor si receives the message
m. If the sensor sj finishes receiving the message
m, the sensor si waits for random time units.
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4. If the sensor si perceives the actuator a to receive
messages from more than the number πi of sen-
sors, as discussed in the preceding subsection, the
sensor si stops sending the message mi.

5. If timer expires, the sensor si tries to send the
message mi at step 1.

As discussed in the preceding subsection, a mes-
sage from an actuator a and sensors carry the acknowl-
edgment information ack. By using the acknowledg-
ment ack, each sensor si can know which sensed val-
ues which si sends and receives are acknowledged by
the actuator a. In Figure 7, after the sensor s1 sends a
message m1, the sensor s2 sends a message m2. Then,
the actuator a sends the acknowledgment message for
m1 and m2. The sensor s3 sends a message m3 and
the actuator a sends the acknowledgment for m3. On
receipt of the acknowledgment, the sensor s4 knows
the actuator receives messages m1, m2 and m3 from
three sensors. Hence, the sensor s4 stops transmission
of a message m4.

A sensor also consumes energy to receive mes-
sages. Then, an actuator a does not send an acknowl-
edgment message on receipt of a message from a sen-
sor. We take the delayed acknowledgment strategy.
An actuator a sends an acknowledgment message for
some number maxAK of messages from sensors. The
number maxAK means each acknowledgment mes-
sage can carry the acknowledgment of maxAK sen-
sor messages.

5 Concluding Remarks

We discussed the reliable and energy-efficient data
transmission procedures in a wireless sensor-actuator
network (WSAN). A message received by a sensor is
redundantly carried by another message sent by the
sensor. Hence, even if some messages are lost, nodes
can receive data in the message if messages carry data
in message which have been received. In addition, the
total energy consumption of sensors is reduced where
only a limited number of sensors send sensed values.

We are now evaluating the reliable and energy-
efficient data transmission procedures discussed in this
paper by using the simulator of Mica [5].
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