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Abstract Recently, the report which reflects Kansei of the user in the multi-modal interface has been made. With this,

we propose a K-Model which realizes efficient treatment and Kansei information processing by the dynamic system. In

a K-Model, the Kansei Information processing is carried out by Multi-Agent Systems. We have applied this GM to

as a Kansei information processing algorithm. In this paper, Kansei information processing systems(KIPS) have been

constructed and based on the K-Model. Here, the system which calculates in real-time Kansei information from the

voice as examples of the KIPS to be constructed. As an evaluation, the following were investigated : model accuracy,

processing time and Kansei element discrimination rates of constructed systems. As a result, the effectiveness of a

K-Model has been discussed.

1 Introduction

In the multi-modal human interface, the technique
was proposed that reflects a human Kansei [1]. For
example, software robot “Stellar[2]” has interface
systems that decides the Kansei condition of the
robot from the user’s action. The method which
distinguishes the Kansei condition of the user from
the voice is also reported[3]. The systems that re-
flect such user’s Kansei is called the Kansei informa-
tion processing systems(KIPS). In this paper, it’s as
examples, human interface system that extracts the
Kansei information from the voice is constructed. In
such systems, not only discrimination accuracy but
also real-time operation should be regarded seriously.

It is necessary, however, to analyze using multi-
ple factors in order to extract Kansei Information,
from the input system of voice. Therefore, it is com-
plicated to carry out the treatment, and it tends to
become enormous in calculations. Therefore, the fol-
lowing are required : optimization of the treatment
and efficiency improvement by parallel processing,
etc.. It is to be added that the continuity of the
time variation is in human Kansei. That is to say, it
is necessary to express by the dynamic system. How-
ever, the algorithm of the dynamic system becomes
complicated. And the processing algorithm changes
depending on the system with a given purpose. It
is nonproductive that the human brain mounts the
complicated dynamic system one by one. Moreover,
internal processing model of human Kansei informa-
tion processing is sad to be a black box, and the clear
elucidation has not still been made.

Therefore, the expression of the systems with the
use of input-output relation is widely used. For ex-
ample, the method that decides Kansei information

by discriminant analysis of multivariate analysis, etc.
has already been reported. It created discriminant
function using the already clearified input-output re-
lationship. This does not consider the internal pro-
cessing structure. However, the human Kansei con-
dition does not remain only in discrete information.
Because, for example, the change of human kan-
sei is smooth in the time-region, even if it changes
from angly to disgust. It is not easy to analyze it
only in the discriminant function by distance calcu-
lation and discretion information. Because, it is im-
possible that to clarify all input-output information
with human Kansei. In other words, input-output
relation of Kansei information is grey information.
Then, we propose Kansei Information Processing
Model by Multi-Agent Systems(MAS) based on Grey
Theory[4, 5]. This is defined as a K -Model[6].

In a K -Model, Grey Model(GM) was adapted as
a Kansei information processing algorithm. It is the
model of differential equation in Grey Theory. It is
possible that a GM takes continuous function, if a
discretion point of some input and output is given
in mathematical approximation. In this paper, we
mount MAS that autonomously constitute the KIPS
from relation data of input-output. As an evaluation,
it experiments real-time Kansei information process-
ing from the voice, and the discrimination rates and
processing time are measured.

2 K -Model

In this paper, the K -Model shown as a Kansei In-
formation Processing Model in figure 1 is proposed.
This proposed model is the multi-input and multi-
output. Human Kansei must be analysed by multi-
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ple factors. That is to say, as it was shown earlier
that, multiple factors of tone qualities and funda-
mental frequency, etc. were increasingly input as the
time passes in case of the extraction of Kansei infor-
mation in the voice in the continual sequence. Such
input system is defined as Kansei stream S(t). When
S(t) was input, the MAS autonomously analyzes it.
The MAS carries out Kansei Discrimination, Kan-
sei Generation and then Kansei Expression by the
Kansei information processing algorithm. As a re-
sult, R(t) is output. This process is expressed in the
following equation.

R = [K]S (1)

where, [K] is the Kansei Information Processing Al-
gorithm.

Based on the above-mentioned K -Model, the MAS
as a Kansei Information Processing Model is consid-
ered. Here, the process of calculating Kansei infor-
mation from data such as the voice is defined. It
becomes the next 4 arithmetic steps.

• The system accepts input data ( voice, facial ex-
pression, etc. ).

• The system analyzes parameters of the kansei
Stream ( frequency analysis, etc. ).

• The system calculates Kansei information ac-
cording to analyzed parameters.

• The system decides the output value based on
caluclated Kansei information.

If the system based on the K -Model is constructed,
Agent which realizes the process of the superscription
will have to be prepared in each. These Agents are
classified into the group of the every role. Here, it is

Table 1: Kansei Elements Standard
x1 0 0.1333 0.6666 0.7777 1.0
x2 0 0 1 0.5 1
x3 0.25 0 0.5 1 0.875
x4 0.125 0 0.875 1 1
x5 0.5 0.875 0.25 0.5 1
x6 0.25 0.75 1 1 1

divided into separated Agent group which consists of
4 kinds following n = 4, namely figure 2. And, each
becomes the MAS composition for these 4 kinds of
Agents. These Agents output Kansei information by
the connection of the work of the mutuality.

3 Construction

3.1 Setting of the Kansei Elements
Standard

Kansei Elements Standard is defined as discretely
showing the feature quantity of input signal for the
optional Kansei element. In this paper, feature
quantity of the voice which corresponds to the each
Kansei element as example is shown at table 1. Here,
five Kansei elements are defined. It is terror, an-
gry, sadness, happy and disgust. In proportion to
this, five parameters of strength(x2), talk speed(x3),
pitch average(x4), tone quality(x5), pitch range(x6)
on the voice have be made to be the Kansei discrim-
ination element. The value which table 1 gave is an
initial value normalized, and again, it is made to be
a relative value which is proportional for the Kansei
element for the input. And it is necessary to also
define numerical solution on the output value.

By this equation, x1(t) =
∑6

m=2 xm(t), the output
value is set. Where, x1 is supposed to be normalized
in [0, 1].

The numerical solution x1 correspond to five Kan-
sei elements. The correspondence range is shown at
table 2. Here, the arithmetic mean of x1 between
each Kansei elements is used on range setting of ta-
ble 2.

Analyzer Agents has function that extracts pecu-
liar feature quantity from input signals. Extracted
value becomes the basic condition factor of Analyzer
Agent. This factor has been defined as ”Activity Fac-
tor”. It normalizes the Activity Factor in the range
of [0,1]. The minimally the number of necessary An-
alyzer Agents is five agents. Because, five parameters
are shown in Kansei Elements Standerd, and those
parameters are necessary to analyse Kansei informa-
tion.

3.2 Kansei Information Processing
Algorithm by GM(n,m)

MAS based on the K -Model autonomously con-
structs the processing systems. K Generator Agent
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Table 2: Kansei Information output value
Kansei range of x1

sadness x1 < 0.0666
disgust 0.0666 ≤ x1 < 0.3999
happy 0.3999 ≤ x1 < 0.7222
terror 0.7222 ≤ x1 < 0.8886
angry 0.8886 < x1

choose necessary Analyzer Agent using the above-
mentioned Kansei Elements Standerd. Based on
GM(n,m) described later further, the relation is con-
structed.

GM(n,m) is a mathematical model of differential
equation type in the grey theory. It is possible that
therefore, it approximately gets the continuous func-
tion. Got function becomes m factors n order differ-
ential equation.

The model of GM is constructed by using the Kan-
sei Elements Standard(table 1). In this paper, the
model of GM is 6 factors of 5 input through 1 out-
put. And this model is 1st order grey differential
equation. Therefore, it becomes n = 1 and m = 6,
then GM(1, 6) is formed. The general equation of
GM(1, 6) is shown in following equation(2).

dx
(1)
1 (t)
dt

+ ax
(1)
1 (t) = b1x

(1)
2 (t) + b2x

(1)
3 (t)

+ · · ·+ b5x
(1)
6 (t) (2)

Equation(2) is a continuous difference equation.
Therefore, this is developed in the difference equa-
tion. The solution of GM(1, 6) is expressed accord-
ing to following equations(3) and (4). Equation (5)
is called IAGO. It is final output of GM.

x̂
(1)
1 (k) =

{
x

(1)
1 (1)− s(k)

a

}
e−a(k−1) +

s(k)
a

(3)

s(k) =
6∑

m=2

bm−1x
(1)
m (k) (4)

x̂
(0)
1 (k) = x̂

(1)
1 (k)− x̂

(1)
1 (k − 1) (5)

Here, the coefficient in equations(2) and (3) is ob-
tained by the least squares method according to fol-
lowing equation(6). The coefficient is made to be â.

â = [a, b1, · · · , bm−1]
T

= (BT B)−1BT XN (6)

where, B and XN in equation(6) are as follows.

B =




−z(1)(2) x
(1)
2 (2) · · · x

(1)
6 (2)

−z(1)(3) x
(1)
2 (3) · · · x

(1)
6 (3)

...
...

. . .
...

−z(1)(N) x
(1)
2 (N) · · · x

(1)
6 (N)




(7)

z(1)(k) = 0.5
(
x

(1)
1 (k) + x

(1)
1 (k − 1)

)
(8)

XN =




x
(0)
1 (2)

x
(0)
1 (3)

...
x

(0)
1 (N)




(9)

The coefficient â is obtained by above procedure. It
is possible to obtain the output value of x̂

(1)
1 (k), (k =

1, 2, · · · , N) by substituting the equation(3).
However, there is a case in which the model does

not satisfy a precision which is prescribed, even if the
coefficient is substituted mechanically. The systems
will not take sufficient analysis accuracy, when the
GM is adopted and that does not satisfy a precision
which is prescribed. The mathematical test is carried
out in order to verify accuracy of GM. In this pa-
per, that successor difference test which is included
for the grey theory as accuracy verified methodol-
ogy is carried out. The output value of x̂

(0)
1 (k) got

by GM, when output value which is required to be
x

(0)
1 (k). The error analysis is applied between x

(0)
1 (k)

and x̂
(0)
1 (k).

q(k) ≡ x
(0)
1 (k)− x̂

(0)
1 (k) (10)

As a result of the error analysis, the value of equa-
tion(10) is made to be a residual. The average value
of output value is to be x̄, and residual is to be q̄, in
order to the requiring of equations(11) and (12). In
this case, successor difference ratio C and small error
probability P are got in the following equations.

C =

√
1
N

∑N
k=1(q(k)− q̄)2

√
1
N

∑N
k=1(x

(0)
1 (k)− x̄)2

(11)

P = p {|q(k)− q̄| ≤ 0.6745Si} (12)

As this result, it is the accuracy sufficient, when the
value of C and P is (0.65 < C ∧ P < 0.7) with
the regulation[5] for GM. In short, formed model is
adopted.

Formed model fell below the regulation, and it
would become the accuracy inadequate. In this
case, it is necessary to improve the model accuracy
in whether it discards the model and some forms.
Then, we proposed the modeling accuracy improve-
ment method for GM using cubic spline function
and Taylor sequential approximation. This model is
called T-3spGM[7]. In case of this paper, the MAS
attempts accuracy improvement using T-3spGM, if
the model accuracy is insufficient for the accuracy.
Coefficients of GM are approximated by Taylor se-
quential approximation in n iterations. Therefore, it
is possible that the successive approximation is done,
until the accuracy is obtained.

4 Evaluation

Mounted the KIPS is evaluated. An action example
of the systems is shown in the figure 3. Following
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Table 3: Kansei element discrimination accuracy
Kansei discrimination accuracy(%)
sadness 45.8
disgust 62.0
happy 74.2
terror 46.7
angry 63.5

three items is used to the evaluation. (1)Comparison
verification of the self-organization accuracy of MAS.
(2)Processing time. (3)Kansei elements discrimina-
tion accuracy. These items are verified, and the ef-
fectiveness of the this proposal systems is evaluated.
And, the packaging of the Agent uses Aglets-2.0.2[8].

First, the self-organization accuracy of the MAS
is described. Comparison result between usual
GM(1,6) and T-3spGM(1,6) is 0.129(GM) and
0.005(T-3spGM). The value of the error uses
1
N

∑N
k=1 |q(k)|. From this result, it can be said

that a precision prescribed has sufficiently been sat-
isfied by applying T-3spGM. Final coefficient â by T-
3spGM is a = 2.165, b1 = −0.006, b2 = −0.753, b3 =
3.012, b4 = 0.859, b5 = −1.025.

Next, the processing time is described. The pro-
cessing time is made to be the time until it out-
puts the Kansei element, after the voice is spoken.
Here,1[sec] voice is input. It was about 1.7[sec] in the
time which depended on the treatment. It was mea-
sured using CPU:Pentium3-1GHz and Mem:1024MB
computer environment. From this result, the real
time can be called being sufficient.

Finally, the Kansei element discrimination accu-
racy is described. For the voice which spoke the feel-
ing with the optional examinee by concentrating, the
experiment investigates the fidelity with the result of
outputting. This result is shown in the table 3. The
result over 60% has been obtained on happy, disgust
and angry. However, it consisted under 50% on sad-
ness and terror. From this result, the whole discrimi-
nation accuracy remained 58.4%. What is considered
as this reason is the output value shown at the table
2. There is the dispersion in the range of each Kansei
element. The following are seen : elements with the
wide range, elements the narrow range, etc.. There-
fore, the setting of the output value will have to be
reexamined.

Additionally it is also considered that the noise
component is included for the input voice. It is con-
sidered that the solution is possible by introducing
the noise rejection algorithm[9] into the input sys-
tem, for this.

5 Conclusion

In this paper, example of the KIPS was constructed
based on K -Model. In addition, the system was eval-
uated. As a result of the evaluation, it was proven

 (Happy) 

Figure 3: Example of the KIPS based on K -Model

that the accuracy of the Kansei information process-
ing algorithm was drastically improved by introduc-
ing T-3spGM. And, it was shown that the Kansei el-
ement discrimination rates from the voice was about
58%. On the processing time, it was reported that
the sufficient effect was also raised for real-time pro-
cessing.

As future problem, the setting method of output
value will have to be reexamined. By adding, it
wants to also do the accuracy improvement of An-
alyzer Agents.
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