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With the spread of wireless LANs, routing in wireless LANs becomes important. Routing in wireless LANSs is
the problem that each wireless station selects access point and wired route to the destination station. In this paper,
we propose an attractor-selection based routing protocol in wireless LANs. An attractor-selection is one of bio-
inspired approaches and it can select good system states adaptively to the current environment. By applying the
attractor-selection, our protocol can adaptively select access points and wired routes only using local information

and attains high throughput. We show the effectiveness and adaptability of our protocol by simulations.

1 Introduction

Recently, wireless LANs which consist of access
points (abbreviated by APs) and wireless stations
(abbreviated by STAs), have widely spread. APs
are connected by wired links with each other and
STAs connect to APs by wireless links. Routing in
wireless LANs is a problem that each STA selects
one of APs to connect to and one of wired routes
from the AP to its destination STA. This is a fun-
damental problem used in many applications, and
thus, efficient routing protocols are required.

One of the difficulties in routing is to avoid the
congestion of many communications. In general,
when many STAs share the same AP, the through-
put of the wireless link between the AP and each
STA is degraded. Similarly, when many packets are
sent through the same wired link, the throughput of
the link is degraded. Thus, each STA should select
an AP and a wired route appropriately in order to
balance the load. The other difficulty is that each
STA knows only local information. Each STA can-
not get information about routes from APs unless
it connects to them.

Our protocol is based on the attractor-selection,
which is one of bio-inspired approaches. It is well
known that bio-inspired approaches have high adapt-
ability for dynamic environmental changes. The
attractor-selection is the biological model first in-
troduced by Kashiwagi et al [1]. The behavior of
the attractor-selection is that, if the current state
is not suitable for the current environment, the sys-
tem changes its state randomly to search suitable
states. If the current state becomes suitable for the
current environment, the system becomes stable.

Leibnitz et al. proposed the attractor-selection
based routing protocol in mobile ad hoc networks

[2]. Leibnitz’s protocol can select good route adap-
tively to the environment when all evaluation values
of routes (ex. packet delays) are known. However,
we cannnot apply Leibnitz’s protocol to routing in
wireless LANSs since each STA cannot get informa-
tion about routes from APs unless it connects to
them.

Many protocols for AP selection{3, 4] and for wired
route selection[5, 6] are proposed independently. We
can realize routing in wireless LANs by applying
both protocols at the same time, however, through-
puts of communications might be low. For exam-
ple, if a STA selects an AP with considering only
throughputs of wireless links, throughputs of wired
routes from the AP might be low. Thus, each STA
should selects an AP with considering both through-
puts of wireless links and throughputs of wired routes
from APs.

In this paper, we propose a routing protocol that
attains higher throughput by considering both AP
selection and wired route selection. In our protocol,
each STA evaluates its AP by the throughput of the
wireless link and the throughput of the wired route
from the AP. If one of the throughputs is low, the
STA changes its AP until good APs are found. If
the STA selects a good AP, the STA continues to
select it. Thus, our protocol can select a good AP
and a wired route. We show by simulations that our
protocol adaptively selects APs and wired routes
and attains high throughput.

2 Preliminaries

A system consists of STAs S = {s1,...,55/}, APs
A ={a1,...,a;4)} and a set L of bidirectional wired
links each of which connects two distinct APs. AP
a; and AP a; can communicate with each other di-



rectly only when link e; ; (or link e;;) is contained
in L. We define a wired path from AP a; to AP a; as
a sequence of wired links r = (e;y 4, - .. ,e,-k,”k_lz
such that a;, = a;, a;,_, = a;, and e;,, 4,.,, €
(0 <m < k—2). APs and STAs are deployed on
a two dimensional plane. Each AP q; has commu-
nication radius c(a;), and STA s, can connect to a;
by a wireless link if distance from s, to a; is ¢(a;) or
less. Then, s, and a; can communicate with each
other directly. In this paper we assume that each
STA can connect to at most one AP at the same
time. Furthermore, we also assume that two STAs
cannot communicate with each other directly. This
implies that, when STA s, sends packets to STA s,
one or more APs have to relay the packets. That
is, to realize such a communication, s, connects to
some AP a; and selects a wired path from a; to a;,
where a; is the AP connected to by STA s,.

Here, we define the throughput of communication
from STA s, to STA s,. We assume that s, and s,
connect to a; and a; respectively, and communicate
via wired path 7 = (€g,i1,- ) €ip_zip_1) (Gig = i
and a;,_, = a;). ,

First, we define the throughput ;% of the wire-
less link between STA s, and AP a;. Let TA; be
the capacity of AP a; that represents the maximum
wireless throughput of AP a;, NA; be the number of
STAs that connect to a;, and Py ; be the packet er-
ror rate of the wireless link between s, and a; Then,
639 is defined as follows [3]:

TAl X (1 — Pp,i)
NA; +1 .

Notice that, when many STAs connect to AP q,
the throughput of wireless links between a; and each
STA is degraded.

Second, we define the throughput 67 , of wired
link eyp. Let TLy » be the capacity of link e, 5 that
represents the maximum wired throughput of link
€g,n and NL, ; be the number of STAs that send
packets through wired paths including ey 5. Then,
s 1, = TLgn/NLg . Notice that, when many STAs
send packets through wired paths including eg 5, the
throughput 6 ; is degraded. The throughput 6, ,
of communication from s, to s, is defined as 8, ; =
min{0;$,9;3,€fm7im+l 0<m<k-2}

In this paper, we consider the problem such that
each STA requests communication with its destina-
tion STA. We denote by t(s,) the destination STA
of sp. Our goal is to realize all communications re-
quested by STAs and maximize the throughput of
each communication.

In this paragraph, we define the available infor-
mation of each STA. We assume that each station
sp knows all APs that it can connect to and the
throughputs of wireless links to them. In addition,
while each STA s, connects to some AP a;, s, can
get all wired paths from a; to a; and the through-
puts of them, where a; is the AP connected to by
t(sp). Notice that each STA can connect at most
one AP at the same time, and it does not know any
information about wired paths from the other APs.

sa _
Py

In the following sections, we concentrate on the
behavior of each STA. That is, we propose a proto-
col that specifies which AP each STA connects to
and which wired path each STA uses.

3 Our Protocol

Our protocol is based on two kinds of attractor-
selections; one for AP selection and one for wired
path selection. The outline of our protocol is as
follows. First, STA s, gets information of APs that
sp can connect to, and calculates the throughputs of
wireless links of them. Then, s, selects one AP a; by
the attractor-selection based on wireless through-
puts. Next, each STA gets information of wired
paths from a; to AP a; that STA t(s,) connects
to, and selects one wired path r by the attractor-

_ selection based on the throughputs of these wired

paths. At this time, s, selects a; without consider-
ing throughput of wired paths from a;. If through-
put of the wired path from s, to t(s,) is low, s,
selects another AP by the attractor-selection based
on both throughput of wireless links of APs that
sp can connect to and throughput of r. Note that,
t(sp) also selects a; by its own attractor-selection
independently.
3.1 AP selection

In this section, we explain how STA s, selects its
AP. In the following, we denote by a. the AP that
§p connects to.
Selection manner We define ay,...,ap, as the
APs which s, can connect to. Then, we consider
m{,...,m§, which correspond to the proportions
that s, selects ai,...,ap,, respectively. To adapt
to the environmental changes, each STA periodi-
cally selects an AP with probability m2/ 3" pre, mg,
and connects to the selected AP (i.e., a. is changed
into the selected AP). The dynamic behavior of each
m{ is defined as follows:

dm@ 0c® + 1p/2
m _ a x (500° + 15/2) —axmd 4,
dt 14 (mge)? — (mi)?
i=1,...,M, (1)
where m$, .. is the maximum value among all m¢

and 7; is the white Gaussian noise. We denote by
Gmaz the AP a; such that m¢ = m? ... The vari-
able « is called activity and it reflects the goodness
Of ez for the current environment. When a,qz is
good, o becomes close to 1, and when @n,, is Dot
good, & becomes close to 0. We explain « in detail
later. Eqn.(1) is based on the atractor selection and

is the same as [2]. From Eqn.(1), m2, . converges
to H-value (50a® +1,/2) and others converge to L-

value (1/2) {\/4 + (5003 + 11/2)2 — (500° + 1/ﬁ)].

Thus, s, selects amq, With high probability and rarely
selects other APs. Notice that, when a becomes
closer to 0, the dynamic behavior of m; is strongly
dominated by random term 7; and the difference of
H-value and L-value becomes smaller. Therefore,
sp randomly changes amq, and all APs are selected
with uniform probability. On the other hand, when
a becomes closer to 1, the dynamic behavior of m; is



less dominated by random term 7; and the difference
of H-value and L-value becomes larger. Therefore,
Gmaz becomes stable and the system selects @mqy
with higher probability.
Behavior of activity We define the activity to
reflect the goodness of AP a,,4,. The best AP for
STA s, is one that maximizes the throughput from
$p to its destination STA t(s,). However, s, can-
not recognize the best AP since s, only knows the
throughput to ¢(sp) via a. and throughput of wire-
less links between s, and other APs. Thus, only
when @q; and a. are the same, s, can reflect the
throughput of the wired path from a,..; to the ac-
tivity. Thus, we change the behavior of the activity
in AP selection according to whether a,,,, and a,
are the same or not.

First, for the case that a4 and a. are the same,
we define the dynamic behavior of the activity « as
follows:

da

[]
lsp,t(sp) E
df“-l*((m) )@

where 12
all APs that s, can connect to and ls, t(sp) 1S the
current throughput of the communication between
sp and t(sp). The value k changes sensitiveness of o
to the difference between I, ;(,,) and I%,,,. If s, fre-
quently changes its AP, it suspects that throughputs
of all wired paths are much lower than that of wire-
less links. Then s, increments k by one. If s, con-
tinues to connect to the same AP over a certain pe-
riod, it recognizes that the throughput of wired links
and wireless links get closer to each other. Then s,
decrements k by one while £ > 0. In this paper, we
adjust £ = 2 as the initial value. From Eqn.(2), a

L]
converges t0 (I, 1(s,)/I%as) " - Therefore, when s,
connects to a. with high wireless throughput and
communicate via a wired path with high through-
put, & becomes close to 1.
Next, for the case that a4, and a. are different,
we define the dynamic behavior of the activity a as

follows: .

da g ®

— =0.1 L )

i =0 ((m) “) @
where IS is the throughput of wireless link be-

tween s, and Gmqz. From Eqn.(3), when ap.q is
different from a., the dynamic behavior of the activ-
ity @ depends on only the throughput of the wireless
link between s, and @mqz.
3.2 Wired path selection

In this section, we explain how STA s, selects a
wired path after connecting to some AP. We assume
sp and t(s,) connect to AP a, and AP ay, respec-
tively, and communicate via wired path r,.
Selection manner Similar to the AP selection,
sp gets the information of all wired paths (denoted
by ry;...,7u,) from a. to a4 and calculates m7, .. .,
mjy, , which correspond to the proportion s, selects
T1,...,TM,, respectively. We denote by r,,q, the
wired path r; such that m] is the maximum among

is the maximum wireless throughput among

those of all wired paths. The behavior of m? is the
same as that of m?.

Behavior of activity The best wired path from
a. is the one with the highest throughput among
all wired paths to a4. If several wired paths have
the maximum throughput, wired paths with a small
number of hops are preferred. Thus, we define the
activity a of wired path selection as follows:

da l:.,,,,” 8 hm”LTL 8
oo () () ) o
where [7_ is the maximum throughput among all
wired paths from a. to ag, I, is the throughput of
Tmazs Nmin 1S the number of hops of the best wired
path, h, . is the number of hops of 7,4z, and b, is
the value that h, = max{h,,., " hmin}. Thus, s, is
likely to select the wired path with high throughput
and small number of hops.
4 Simulations

In this section, we verify that our protocol can
appropriately select APs and wired paths that can
avoid bottle-neck links by simulations. We com-
pare our protocol with the greedy based protocol.
First, we explain about the greedy based protocol.
The greedy based protocol selects an AP based on
Fukuda’s protocol[3]. In the greedy based proto-
col, when STA s, changes its AP from a; to aj,
it stores the throughput of the route via a; to use
as the evaluation of a;. The stored throughput is
deleted after a certain period in order to update
the information. The greedy based protocol selects
an AP that has the highest evaluation, that is, it
selects AP a; such that the throughput of route via
a; is high (if it connects to a; or it stored) or the
throughput of wireless link is high (otherwise). Af-
ter that, it selects a wired path that has the highest
throughput from the AP it connects to. If several
wired paths have the highest throughput, a wired
path with minimum number of hops is selected.
4.1 Simulation settings

We set the simulation environment as a two-layered
network which consists of one area F“ in the upper
layer and 24 areas F} (0 < f < 23) in the lower
layer. Each area is a 50m x 50m square field. We
deploy these areas sparsely so that each STA cannot
connect to APs in different areas. In the area F*,
there are 12 APs ag,...,a;; and no STAs. In each
area F, there are 4 APs ag,...,a;3 and 60 STAs
$£0,---58550- APs agg, as1, azz, and as3 are po-
sitioned at (12.5,12.5), (37.5,12.5), (12.5, 37.5), and
(37.5,37.5) in area F%, respectively. Each AP has
communication radius 40m and capacity 50Mbps.
Each STA is randomly positioned in its area. We set
the packet error rate P,; = 0.8 x (dist(s,, a;)/40),
where disi(sp,a;) is the distance between s, and
a;. Each AP is connected by wired links (a;, a;y4),
(@25, a2445), (@2j41,a2+4) and (as,a6) (0 <i <7,
0 < j <3). Each AP in the lower layer connects to
one AP in the upper layer such that there are wired
links (aw,y7a4x(:c mod 3)—HI) (O <z < 2310 <y<
3). Each STA s, in area F} selects its destination
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1: Simulation result
STA t(sp) in area F}, such that (fi mod 3) # (f,

mod 3). Each source-destination STA pair is sym-
metric, that is, if #(s,) = s, then t(s,) = s,. Notice
that, each STA cannot connect to the AP that its
destination STA connects to. Our simulation ex-
ecutes 4000 rounds. We set the capacities of all
wired links initially 600Mbps. At round 1000, we
degrade the capacities of wired links (as;,a2j+5),
(a25+1,02;+4) and (as,a6) (0 < j < 3) to 100Mbps.
Each STA should select an appropriate AP to avoid
bottle-neck links after round 1000.

For both our protocol and the greedy based proto-
col, each STA is activated exactly once every round.
The interval of AP selection is varied from 100 to
150 rounds, and the interval of wired path selection
is varied from 10 to 15 rounds. We set the period
each STA stores the throughputs of routes in the
greedy based protocol from 600 to 900 rounds so
that the STA can know the throughput of routes
via all APs in its area.

4.2 Simulation results

Figure 1 shows changes of the average throughput
in one of the simulations. We executed simulations
several times and all results show similar movement.
In rounds 1 to 1000, the average throughput of our
protocol is almost the same as that of the greedy
based protocol.

After round 1000, since the capacities of several
links are degraded, the average throughputs of both
protocols are also degraded. However, our proto-
col gradually increases the throughput and keeps
it. This shows that, even when the capacities of
several links are degraded, our protocol can adap-
tively select APs and wired paths that attain higher
throughput. This is because, when the environmen-
tal changes occur, the throughput of each STA is de-
graded and the activity of each STA is also degraded
in our protocol. This causes that each STA ran-
domly changes its AP and its wired path to adapt
the current environment. Once each STA selects an
AP and a wired path that attain high throughput, it
continuously selects them with high probability. On
the other hand, in the greedy based protocol, the av-
erage throughput temporarily becomes high around
round 2000, however it is readily degraded. This is
because, in the greedy based protocol, while each
STA stores the throughputs of routes via all APs,
it can select an AP with considering the through-
puts of wired paths. However, the stored through-
puts are discarded after a certain period and then
each STA selects an AP with considering only the
throughputs of wireless links. This causes that each
STA selects an AP such that the STA must com-
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municate with the destination STA via bottle-neck
links and the throughput of the STA becomes low.
This shows that our protocol has high adaptability
to the Jarge environmental changes.
5 Conclusion

In this paper, we proposed an attractor-selection
based routing protocol in wireless LANs. In our
protocol, when each STA connects to an AP with
low throughput, it randomly changes its AP. After
each STA connects to an AP with high throughput,
it continues to connect the AP. By this way, our
protocol can adaptively select an AP and a wired
path with only local information. We showed by
simulations that our protocol selects APs and routes
adaptively to environmental changes.
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