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#### Abstract

This paper presents a strongly polynomial time algorithm for line search in submodular poly－ hedra with the aid of a fully combinatorial algorithm for submodular function minimization as a subroutine．The algorithm is based on the parametric search method proposed by Megiddo．


## 1 Introduction

Let $V$ be a finite set with $|V|=n$ ．Let $f$ be a submodular function on the subsets of $V$ ，that is，

$$
\begin{equation*}
f(X)+f(Y) \geq f(X \cup Y)+f(X \cap Y), \quad \forall X, Y \subseteq V \tag{1}
\end{equation*}
$$

Iwata，Fleischer and Fujishige［6］and Schrijver［10］independently presented combinatorial，strongly polynomial time algorithms for submodular function minimization．Iwata［4］presented a fully com－ binatorial algorithm，which uses only additions，subtractions，comparisons，and the oracle calls for function values．For a vector $x \in \mathbf{R}^{V}$ and $u \in V$ ，we denote by $x(u)$ the component of $x$ on $u$ ．For a submodular function $f: 2^{V} \rightarrow \mathbf{R}$ with $f(\emptyset)=0$ ，the submodular polyhedron $\mathbf{P}(f)$ is defined by

$$
\begin{equation*}
\mathbf{P}(f)=\left\{x \in \mathbf{R}^{V} \mid x(X) \leq f(X)(\forall X \subseteq V)\right\} \tag{2}
\end{equation*}
$$

where $x(X)=\sum_{u \in X} x(u)$ ．In this paper we consider the following problem：

## Problem Line Search in Submodular Polyhedra（LSSP）

Instance：A submodular function $f: 2^{V} \rightarrow \mathbf{R}$ with $f(\emptyset)=0, x_{0} \in \mathbf{P}(f)$ and $a \in \mathbf{R}^{V}$ ．
Task：$\quad$ Find $t^{*}=\max \left\{t \in \mathbf{R} \mid x_{0}+t a \in \mathbf{P}(f)\right\}$ ．
An example of Problem LSSP is illustrated in Fig． 1.
If $a \in \mathbf{R}_{-}^{V}$ ，Problem LSSP does not have an optimal solution．Hence throughout we assume that $a \notin \mathbf{R}_{-}^{V}$ ．We may assume $f(X) \geq 0, \forall X \subseteq V$ ，and $x_{0}=\mathbf{0}$ ，by resetting $f(X):=f(X)-x_{0}(X)$ for all $X \subseteq V$ ．So throughout we assume that $f$ is nonnegative，$f(\emptyset)=0$ and $x_{0}=\mathbf{0}$ ．It is easy to see that the optimal value $t^{*}$ of Problem LSSP is equal to $\min \{f(X) / a(X) \mid X \subseteq V, a(X)>0\}$ ．So Problem LSSP can be regarded as a minimum－ratio problem．

The Newton method（Section 3）is a simple approach to Problem LSSP．If $a$ is nonnegative，it is shown that the number of iterations of the Newton method is at most $n+1$ and Problem LSSP can be solved in strongly polynomial time．（See Fujishige［2，§7．2］for details．）If $a \in \mathbf{R}^{V}$ and $a \notin \mathbf{R}_{+}^{V}$ ， however，only a weakly polynomial running time bound is given，and it is left open to verify if the Newton method for Problem LSSP runs in strongly polynomial time．
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Figure 1: Problem LSSP $(n=2)$

In this paper, we propose an algorithm for Problem LSSP, which is quite different from the Newton method. The algorithm uses a fully combinatorial algorithm for submodular function minimization $[4,5]$ as a subroutine, within the framework of the parametric search method proposed by Megiddo [7]. It solves Problem LSSP in strongly polynomial time.

The paper is organized as follows. In Section 2, we provide preliminaries for the following sections. In Section 3, we describe the Newton method using an algorithm for submodular function minimization as a subroutine. In Section 4, we present a strongly polynomial time algorithm for Problem LSSP using a fully combinatorial algorithm for submodular function minimization as a subroutine within the framework of the parametric search method proposed by Megiddo.

## 2 Preliminaries

Let $V$ be a finite nonempty set and $|V|=n$. A family $\mathcal{D} \subseteq 2^{V}$ is said to be a ring family if it satisfies

$$
X, Y \in \mathcal{D} \Rightarrow X \cup Y, X \cap Y \in \mathcal{D}
$$

Let $f: 2^{V} \rightarrow \mathbf{R}$ be a submodular function and let $\arg \min f$ denote a family of all the minimizers of $f$. It is not difficult to see that $\arg \min f$ forms a ring family. Suppose that $X, Y \in \arg \min f$ and $f(X)=f(Y)=\alpha$. Then, using submodularity (1), we have $f(X \cup Y)+f(X \cap Y) \leq 2 \alpha$. Since $f(X \cup Y) \geq \alpha$ and $f(X \cap Y) \geq \alpha$, this implies $f(X \cup Y)=f(X \cap Y)=\alpha$, that is, $X \cup Y, X \cap Y \in$ $\arg \min f$. As $\arg \min f$ is closed under union and intersection, there exists a minimal minimizer $X_{\min }=\bigcap\{X \mid X \in \arg \min f\} \in \arg \min f$ and exists a maximal minimizer $X_{\max }=\bigcup\{X \mid X \in$ $\arg \min f\} \in \arg \min f$.

Let $f: 2^{V} \rightarrow \mathbf{R}$ be a submodular function with $f(\emptyset)=0$ and let $x \in \mathbf{P}(f)$. A subset $X \subseteq V$ is said to be a tight set at $x$ if $x(X)=f(X)$. We denote the family of tight sets at $x$ by $\mathcal{D}(x)$. Namely,

$$
\mathcal{D}(x)=\{X \subseteq V \mid x(X)=f(X)\}
$$

For any $y \in \mathbf{R}^{V}$, a function $f_{y}: 2^{V} \rightarrow \mathbf{R}$ defined by $f_{y}(X)=f(X)-y(X)(X \subseteq V)$ is obviously a submodular function. As $x \in \mathbf{P}(f), f_{x}(X) \geq 0, \forall X \subseteq V$, and $f_{x}(\emptyset)=0$. Thus the minimum value of $f_{x}$ is 0 , which implies for any $X \subseteq V$,

$$
X \in \mathcal{D}(x) \Longleftrightarrow X \in \arg \min f_{x}
$$

So $\arg \min f_{x}=\mathcal{D}(x)$, therefore $\mathcal{D}(x)$ forms a ring family. Note that $\emptyset \in \mathcal{D}(x)$.
Let $U$ be a finite set. A function $g: \mathcal{D} \rightarrow \mathbf{R}$ is said to be a modular function on a ring family $\mathcal{D} \subseteq 2^{U}$ if it satisfies

$$
g(X)+g(Y)=g(X \cup Y)+g(X \cap Y), \quad \forall X, Y \in \mathcal{D}
$$

For a vector $b \in \mathbf{R}^{U}$ we denote $b(X)=\sum_{u \in X} b(u)$ for all $X \subseteq U$, so $b$ can be regarded as a modular function on $2^{U}$. For a ring family $\mathcal{D}$, a function $b_{\mathcal{D}}: \mathcal{D} \rightarrow \mathbf{R}$ defined by

$$
\begin{equation*}
b_{\mathcal{D}}(X)=\sum_{u \in X} b(u) \quad(X \in \mathcal{D}) \tag{3}
\end{equation*}
$$

is a modular function on $\mathcal{D}$.
As an instance of Problem LSSP, without loss of generality, we assume that $f$ is nonnegative, $f(\emptyset)=0, x_{0}=\mathbf{0}$, and $a \notin \mathbf{R}_{-}^{V}$. We explain that the optimal value $t^{*}$ of $\operatorname{LSSP}(f, \mathbf{0}, a)$ is nonnegative and finite. The optimal value of $\operatorname{LSSP}(f, \mathbf{0}, a)$ is

$$
\begin{equation*}
t^{*}=\max \{t \mid t a \in \mathbf{P}(f)\} \tag{4}
\end{equation*}
$$

Since $\mathbf{0} \in \mathbf{P}(f), t^{*}$ is nonnegative. Let $A \subseteq V$ be a subset which satisfies $a(A)>0$. If $t>f(A) / a(A)$, then $t a(A)>f(A)$ and hence $t a \notin \mathbf{P}(f)$. So $t^{*} \leq f(A) / a(A)$, therefore $t^{*}$ is finite.

For any $t \in \mathbf{R}$ we consider deciding whether $t a \in \mathbf{P}(f)$ or $t a \notin \mathbf{P}(f)$. Since, for any $x \in \mathbf{R}^{V}$, $f(\emptyset)-x(\emptyset)=0$, we have

$$
\begin{aligned}
x \in \mathbf{P}(f) & \Longleftrightarrow f_{x}(X)=f(X)-x(X) \geq 0, \forall X \subseteq V, \\
& \Longleftrightarrow \min \left\{f_{x}(X) \mid X \subseteq V\right\}=0,
\end{aligned}
$$

and if $x$ can be represented as $t a$, using $t a(\emptyset)=0$,

$$
\begin{align*}
t a \in \mathbf{P}(f) & \Longleftrightarrow \min \left\{f_{t a}(X) \mid X \subseteq V\right\}=0 \\
t a \notin \mathbf{P}(f) & \Longleftrightarrow \min \left\{f_{t a}(X) \mid X \subseteq V\right\}<0 \tag{5}
\end{align*}
$$

So we can decide whether $t a \in \mathbf{P}(f)$ or $t a \notin \mathbf{P}(f)$ by minimizing $f_{t a}$.
Now, for any $t \geq 0$, let us consider the conditions of " $t<t^{*}$ ", " $t=t^{*}$ " and " $t>t^{*}$ ". See Figure 2 to understand each condition intuitively.

## Case $1 \quad 0 \leq t<t^{*}$



Ex. 1.1

## Case $2 \quad t=t^{*}$



Ex. 2.1


Ex. 1.2


Ex. 1.3
Case $3 \quad t^{*}<t$


Ex. 3.1

Figure 2: Relation between $t$ and $t^{*}$
It follows from (4), (5), and the convexity of $\mathbf{P}(f)$ that

$$
\begin{array}{cc}
0 \leq t \leq t^{*} & \Longleftrightarrow t \geq 0 \text { and } \min \left\{f_{t a}(X) \mid X \subseteq V\right\}=0  \tag{6}\\
t^{*}<t & \Longleftrightarrow t \geq 0 \text { and } \min \left\{f_{t a}(X) \mid X \subseteq V\right\}<0
\end{array}
$$

The condition (6) is not sufficient to compare $t$ with $t^{*}$, because we cannot decide whether $t<t^{*}$ or $t=t^{*}$. We consider the condition of $t=t^{*}$. Remark that $t=t^{*}$ and $t a \in \partial \mathbf{P}(f)$ are not equivalent (see Ex.1.2 and Ex.1.3 in Figure 2), where $\partial \mathbf{P}(f)$ is a "boundary" of $\mathbf{P}(f)$, that is, $\partial \mathbf{P}(f)=\left\{x \in \mathbf{P}(f) \mid \exists X \in 2^{V} \backslash\{\emptyset\}\right.$ s.t. $\left.x(X)=f(X)\right\}$. Equation (4) directly implies that

$$
\begin{align*}
t=t^{*} & \Longleftrightarrow t a \in \mathbf{P}(f), \forall \varepsilon>0(t+\varepsilon) a \notin \mathbf{P}(f), \\
& \Longleftrightarrow t a \in \mathbf{P}(f), \exists X \subseteq V \text { s.t. } \forall \varepsilon>0 \quad \varepsilon a(X)>f_{t a}(X)(\geq 0), \\
& \Longleftrightarrow t a \in \mathbf{P}(f), \exists X \in \mathcal{D}(t a) \text { s.t. } a(X)>0, \\
& \Longleftrightarrow t a \in \mathbf{P}(f), \max \{a(X) \mid X \in \mathcal{D}(t a)\}>0 . \tag{7}
\end{align*}
$$

For ta $\in \mathbf{P}(f), \mathcal{D}(t a)$ always includes $\emptyset$, so $\max \{a(X) \mid X \in \mathcal{D}(t a)\} \geq 0$. Thus using (6) and (7), we
obtain

$$
\begin{align*}
0 \leq t<t^{*} & \Longleftrightarrow\left\{\begin{array}{l}
t \geq 0 \\
\min \left\{f_{t a}(X) \mid X \subseteq V\right\}=0 \\
\max \{a(X) \mid X \in \mathcal{D}(t a)\}=0
\end{array}\right. \\
t=t^{*} & \Longleftrightarrow\left\{\begin{array}{l}
t \geq 0 \\
\min \left\{f_{t a}(X) \mid X \subseteq V\right\}=0 \\
\max \{a(X) \mid X \in \mathcal{D}(t a)\}>0
\end{array}\right.  \tag{8}\\
t^{*}<t & \Longleftrightarrow\left\{\begin{array}{l}
t \geq 0 \\
\min \left\{f_{t a}(X) \mid X \subseteq V\right\}<0
\end{array}\right.
\end{align*}
$$

## 3 The Newton method for Problem LSSP

The Newton method is a simple approach to Problem LSSP with weakly polynomial running time bound. It is left open to verify if the Newton method runs in strongly polynomial time.

The Newton method for Problem LSSP uses an algorithm for submodular function minimization as a subroutine. Let $f: 2^{V} \rightarrow \mathbf{R}$ be a submodular function and $|V|=n$. Let $\gamma$ denote the upper bound on the time to compute the function value of $f$. Combinatorial strongly polynomial time algorithms for submodular function minimization are given independently by Iwata, Fleischer and Fujishige (IFF) [6] and Schrijver [10]. Iwata [5] described an improved variant of the IFF algorithm and this algorithm achieves the best known bound on the running time, $\mathrm{O}\left(\gamma\left(n^{6} \log n\right)+n^{7} \log n\right)$.

Let Algorithm SFM be some algorithm which finds a minimizer of a submodular function $f: 2^{V} \rightarrow$ $\mathbf{R}$ with $\mathrm{O}\left(\mathcal{T}^{\mathrm{O}}(n)\right)$ oracle calls for function evaluation and $\mathrm{O}\left(\mathcal{T}^{\mathrm{A}}(n)\right)$ arithmetic operations where $\mathcal{T}^{\mathrm{O}}(n)$ and $\mathcal{T}^{\mathrm{A}}(n)$ are some polynomials in $n$, for example, $\mathcal{T}^{\mathrm{O}}(n)=n^{6} \log n$ and $\mathcal{T}^{\mathrm{A}}(n)=n^{7} \log n$. For simplicity, we assume $n \mathcal{T}^{\mathrm{O}}(n)=\mathrm{O}\left(\mathcal{T}^{\mathrm{A}}(n)\right)$. Let $\mathcal{T}(n)=\gamma \mathcal{T}^{\mathrm{O}}(n)+\mathcal{T}^{\mathrm{A}}(n)$. The running time of Algorithm SFM is $\mathrm{O}(\mathcal{T}(n))$.
Algorithm SFM (Submodular Function Minimization)
Input: $\quad$ A submodular function $f: 2^{V} \rightarrow \mathbf{R}$.
Output: $\quad$ A minimizer of $f$.
Operation: Oracle calls for function evaluation, arithmetic operations.
Running Time: $\quad \mathrm{O}(\mathcal{T}(n))\left(\mathcal{T}(n)=\gamma \mathcal{T}^{\mathrm{O}}(n)+\mathcal{T}^{\mathrm{A}}(n)\right)$.
We define a function $h: \mathbf{R} \rightarrow \mathbf{R}$ as

$$
\begin{equation*}
h(t)=\min _{X \subseteq V}\left\{f_{t a}(X)\right\}=\min _{X \subseteq V}\{f(X)-t a(X)\} \tag{9}
\end{equation*}
$$

It is obvious that $h$ is a concave function. As $\mathbf{0} \in \mathbf{P}(f), h(0)=0$. Since $f_{t a}(\emptyset)=0$ for any $t \in \mathbf{R}$, $h(t) \leq 0$ for any $t \in \mathbf{R}$. Using (4), (5) and (9), we have $t^{*}=\max \{t \in \mathbf{R} \mid h(t)=0\}$. The graph of $h$ is illustraited in Figure 3 by a thick curve.

For any $t \in \mathbf{R}$ we can obtain the value $h(t)$ by running $\operatorname{SFM}(f-t a)$. For each $v \in V$ we compute $t a(v)$ in advance. A function evaluation of $f-t a$ needs a function evaluation of $f$ and at most $n$ subtractions. Thus the time complexity of one iteration in the Newton method is $\mathrm{O}\left((\gamma+n) \mathcal{T}^{\mathrm{O}}(n)+\right.$ $\left.\mathcal{T}^{\mathrm{A}}(n)\right)$. Since $n \mathcal{T}^{\mathrm{O}}(n)=\mathrm{O}\left(\mathcal{T}^{\mathrm{A}}(n)\right), f-t a$ can be minimized in $\mathrm{O}(\mathcal{T}(n))$ time.

The Newton method is described below. The process of Newton method is illustrated in Figure 3.

## The Newton method for Problem LSSP

Step 0: Find a set $X_{0} \subseteq V$ such that $a\left(X_{0}\right)>0$. Set $t_{1}:=f\left(X_{0}\right) / a\left(X_{0}\right)\left(\geq t^{*}\right)$. Set $i:=1$.
Step 1: Obtain $X_{i} \subseteq V$ such that $h\left(t_{i}\right)=f\left(X_{i}\right)-t a\left(X_{i}\right)$ by running $\operatorname{SFM}\left(f-t_{i} a\right)$.
Step 2: If $h\left(t_{i}\right)=0$, return $t^{*}:=t_{i}$ and stop. If $h\left(t_{i}\right)<0$ then set $t_{i+1}:=f\left(X_{i}\right) / a\left(X_{i}\right)$ and $i:=i+1$. Go to Step 1.
If $a \in \mathbf{R}_{+}^{V}$, it is known that the number of iterations of the Newton method for Problem LSSP is at most $n$. (See Fujishige $[2, \S 7.2]$ for details.) It is left open to verify if the Newton method for Problem LSSP runs in a strongly polynomial number of iterations. An analysis based on Radzik [9]


Figure 3: $h(t)$
gives a bound on the number of iterations of the Newton method for a special class of the LSSP problem with an integer-valued submodular function $f$ and a integer vector $a$.

Theorem 3.1 Let $f$ be a integer-valued nonnegative submodular function, and let a be a integer vector which satisfies $a \notin \mathbf{R}_{-}^{V}$. If $\max _{X \subseteq V}|f(X)| \leq U_{1}$, $\max _{X \subseteq V}|a(X)| \leq U_{2}$, the Newton method for $\operatorname{LSSP}(f, \mathbf{0}, a)$ runs in $\mathrm{O}\left(\log U_{1}+\log U_{2}\right)$ iterations.

## 4 A strongly polynomial algorithm

We present a combinatorial strongly polynomial time algorithm for Problem LSSP. We use a fully combinatorial strongly polynomial algorithm for submodular function minimization $[4,5]$ as a subroutine and the parametric search method proposed by Megiddo [7].

## Framework

Later we will describe two procedures for Comparison with the Optimal Value; Procedure COV and Procedure L-COV. For any given nonnegative value $t \geq 0$, we can tell whether " $t<t^{*}$ ", " $t=t^{*}$ " or " $t>t^{*}$ " by running $\operatorname{COV}(t)$ in $\mathrm{O}\left(\gamma \mathcal{T}_{\mathrm{COV}}^{\mathrm{O}}(n)+\mathcal{T}_{\mathrm{COV}}^{\mathrm{A}}(n)\right)$ time, where $\mathcal{T}_{\mathrm{COV}}^{\mathrm{O}}(n)$ and $\mathcal{T}_{\mathrm{COV}}^{\mathrm{A}}(n)$ are some polynomials in $n$. Procedure L-COV is a similar procedure. For any given $t \geq 0$, once $t a(v)$ is computed for each $v \in V$, it compares $t$ to $t^{*}$ with $\mathrm{O}\left(\mathcal{T}_{\mathrm{L}-\mathrm{COV}}^{\mathrm{O}}(n)\right)$ oracle calls for function evaluation of $f$, and $\mathrm{O}\left(\mathcal{T}_{\mathrm{L}-\mathrm{COV}}^{\mathrm{FC}}(n)\right)$ fully combinatorial operations, that is, additions, subtractions and comparisons, where $\mathcal{T}_{\mathrm{L}-\mathrm{Cov}}^{\mathrm{O}}(n)$ and $\mathcal{T}_{\mathrm{L}-\mathrm{COV}}^{\mathrm{FC}}(n)$ are some polynomials in $n$. Moreover, if $t=t^{*}$, Procedure L-COV returns a subset $X \subseteq V$ such that $f(X)=t^{*} a(X)$ and $a(X)>0$.

By running $\operatorname{COV}(0)$ we can tell whether $t^{*}=0$ or $t^{*}>0$. So we can assume that $t^{*}>0$. If we knew the value of $t^{*}$ and run L-COV $\left(t^{*}\right)$, then it would return a subset $X \subseteq V$ s.t. $f(X)=t^{*} a(X)$ and $a(X)>0$, that is, $t^{*}=f(X) / a(X)$. We try to run L-COV $\left(t^{*}\right)$ without knowing the value of $t^{*}$. If we can run L-COV $\left(t^{*}\right)$ successfully without knowing the value of $t^{*}$, we can obtain $t^{*}$ by $f(X) / a(X)$ using $X \subseteq V$ s.t. $f(X)=t^{*} a(X)$ and $a(X)>0$. The point is how to run L-COV $\left(t^{*}\right)$ successfully without knowing the value of $t^{*}$. To achieve this goal, we use Megiddo's parametric search method.

## Megiddo's parametric search

We give a strongly polynomial time algorithm for Problem LSSP using the parametric search technique of Megiddo [7]. We explain this technique in the following paragraphs.

Operations used in running L-COV $\left(t^{*}\right)$ are additions, subtractions, comparisons, oracle calls for function evaluation of $f$, and only $n$ multiplications to obtain $t^{*} a(v)$ for each $v \in V$. So each value which appears in running $\mathrm{L}-\mathrm{COV}\left(t^{*}\right)$ can be represented as the form $p-q t^{*}$ where values $p, q$ are known values and not functions of $t^{*}$. We consider trying to run L-COV $\left(t^{*}\right)$ without knowing the value of $t^{*}$ with all the values represented as linear functions of $t^{*}$. When values are represented as linear functions of $t^{*}$, each operation is done as follows:

$$
\begin{array}{llll}
\text { An addition: } & \left(p_{1}-t^{*} q_{1}\right)+\left(p_{2}-t^{*} q_{2}\right) & \mapsto & \left(p_{1}+p_{2}\right)-t^{*}\left(q_{1}+q_{2}\right) \\
\text { A subtraction: } & \left(p_{1}-t^{*} q_{1}\right)-\left(p_{2}-t^{*} q_{2}\right) & \mapsto & \left(p_{1}-p_{2}\right)-t^{*}\left(q_{1}-q_{2}\right) \\
\text { A comparison: } & \left(p_{1}-t^{*} q_{1}\right) ?\left(p_{2}-t^{*} q_{2}\right) & \mapsto & ?='>\text {, or }{ }^{\prime}=\text { or } ‘<
\end{array}
$$

Even though $t^{*}$ is not known additions and subtractions do not change the assymptotic running time of the procedure. A comparison of two linear functions of $t^{*}$ is not so easy as the other operations.

We now consider comparing two linear functions of $t^{*}$. Let $p_{1}, p_{2}, q_{1}, q_{2}$ be known values. Let us consider the comparison of $p_{1}-t^{*} q_{1}$ and $p_{2}-t^{*} q_{2}$. Setting $p=p_{1}-p_{2}, q=q_{1}-q_{2}$, we want to decide whether $p-t^{*} q>0, p-t^{*} q=0$ or $p-t^{*} q<0$. Note that $t^{*}>0$.

If $p q \leq 0$, it is easy to decide the sign of $p-t^{*} q$ using $t^{*}>0: \quad p=0$ and $q=0 \Longrightarrow p-t^{*} q=0$, $p \geq 0, q \leq 0$, and $(p, q) \neq \mathbf{0} \Longrightarrow p-t^{*} q>0, \quad p \leq 0, q \geq 0$, and $(p, q) \neq \mathbf{0} \Longrightarrow p-t^{*} q<0$.

Now let us assume that $p q>0$. If $p>0$ and $q>0$, then $p / q>0$, and hence $p-t^{*} q=0 \Longleftrightarrow$ $p / q=t^{*}, \quad p-t^{*} q>0 \Longleftrightarrow p / q>t^{*}, \quad p-t^{*} q<0 \Longleftrightarrow p / q<t^{*}$. If $p<0$ and $q<0$, then $p / q>0$ and hence $p-t^{*} q=0 \Longleftrightarrow p / q=t^{*}, \quad p-t^{*} q>0 \Longleftrightarrow p / q<t^{*}, \quad p-t^{*} q<0 \Longleftrightarrow p / q>t^{*}$. This analysis implies that we can obtain the sign of $p-t^{*} q$ if we can decide $p / q>t^{*}, p / q=t^{*}$ or $p / q<t^{*}$. So a comparison of two linear functions of $t^{*}$ can be done by running Procedure COV if $p q>0$. Thus we can run L-COV $\left(t^{*}\right)$ successfully without knowing the value of $t^{*}$. We describe below Algorithm LSSP, which solves Problem LSSP within Megiddo's parametric search method.

## Algorithm LSSP

Step 1: Decide whether " $t^{*}=0$ " or " $t^{*}>0$ " by running $\operatorname{COV}(0)$. If $t^{*}=0$, then stop.
Step 2: Run $\operatorname{L-COV}\left(t^{*}\right)$ without knowing the value of $t^{*}$ with all the values represented as linear functions of $t^{*}$. Each comparison of two linear functions of $t^{*}$ encounterd during the computation can be evaluated (if necessary) by running Procedure COV. We can obtain $X \subseteq V$ s.t. $f(X)=t^{*} a(X)$ and $a(X)>0$.
Step 3: Return $t^{*}:=f(X) / a(X)$.
We will show that Algorithm LSSP solves Problem LSSP in strongly polynomial time.

## Comparison of $t$ with $t^{*}$

Now let us consider describing Procedure COV and Procedure L-COV using (8). As a preparation for describing them, we introduce four algorithms; Algorithm FC-SFM, Algorithm SFM min , Algorithm FC-SFM min , and Algorithm MFM.

An algorithm for submodular function minimization is said to be a fully combinatorial strongly polynomial time algorithm if the total number of oracle calls for function evaluation and fully combinatorial operations, that is, additions, subtractions and comparisons, is bounded by some polynomial in $n$. Iwata [4] presented a fully combinatorial strongly polynomial time algorithm for submodular function minimization as a variant of the IFF algorithm [6], and later, Iwata [5] described an improved algorithm, which runs in $\mathrm{O}\left(\gamma\left(n^{8} \log ^{2} n\right)+n^{9} \log ^{2} n\right)$ time.

Let Algorithm FC-SFM be some algorithm which finds a minimizer of a submodular function $f: 2^{V} \rightarrow \mathbf{R}$ with $\mathrm{O}\left(\mathcal{T}_{\mathrm{FC}}^{\mathrm{O}}(n)\right)$ oracle calls for function evaluation of $f$ and $\mathrm{O}\left(\mathcal{T}_{\mathrm{FC}}^{\mathrm{FC}}(n)\right)$ fully combinatorial operations. For example, $\mathcal{T}_{\mathrm{FC}}^{\mathrm{O}}(n)=n^{8} \log ^{2} n$ and $\mathcal{T}_{\mathrm{FC}}^{\mathrm{FC}}(n)=n^{9} \log ^{2} n$. For simplicity, we assume $n \mathcal{T}_{\mathrm{FC}}^{\mathrm{O}}(n)=\mathrm{O}\left(\mathcal{T}_{\mathrm{FC}}^{\mathrm{FC}}(n)\right)$. Let $\mathcal{T}_{\mathrm{FC}}(n)=\gamma \mathcal{T}_{\mathrm{FC}}^{\mathrm{O}}(n)+\mathcal{T}_{\mathrm{FC}}^{\mathrm{FC}}(n)$.

Algorithm FC-SFM (Fully Combinatorial algorithm for SFM)
Input: $\quad$ A submodular function $f: 2^{V} \rightarrow \mathbf{R}$.
Output: $\quad$ A minimizer of $f$.
Operation: Oracle calls for function evaluation, fully combinatorial operations.
Running Time: $\quad \mathrm{O}\left(\mathcal{T}_{\mathrm{FC}}(n)\right)\left(\mathcal{T}_{\mathrm{FC}}(n)=\gamma \mathcal{T}_{\mathrm{FC}}^{\mathrm{O}}(n)+\mathcal{T}_{\mathrm{FC}}^{\mathrm{FC}}(n)\right)$.
Now we consider finding a minimal minimizer of $f$. It is known that the IFF algorithm [6] finds a maximal minimizer. And similarly, Iwata's combinatorial strongly polynomial time algorithm [5] and Iwata's fully combinatorial strongly polynomial time algorithm $[4,5]$, which are improved variants of the IFF algorithm, find maximal minimizers. If $f$ is a submodular function, then a function $f^{\prime}$ defined as $f^{\prime}(X)=f(V \backslash X)(X \subseteq V)$ is also a submodular function. So we can construct a (fully)
combinatorial strongly polynomial algorithm which finds a minimal minimizer. Note that an oracle call for function evaluation of $f^{\prime}$ can be done in $\mathrm{O}(\gamma+n)$ time.

Let Algorithm SFM $_{\text {min }}$ be some combinatorial strongly polynomial time algorithm which finds a minimal minimizer of a submodular function and let Algorithm FC-SFM min be some fully combinatorial strongly polynomial time algorithm which finds a minimal minimizer of a submodular function. For simplicity we assume the running time of $\mathrm{SFM}_{\text {min }}$ is $\mathrm{O}(\mathcal{T}(n))$ and that of $\mathrm{FC}^{-\mathrm{SFM}_{\text {min }}}$ is $\mathrm{O}\left(\mathcal{T}_{\mathrm{FC}}(n)\right)$.

```
Algorithm SFMmin
    Input: A submodular function }f:\mp@subsup{2}{}{V}->\mathbf{R}\mathrm{ .
    Output: The minimal minimizer of f
    Operation: Oracle calls for function evaluation, arithmetic operations.
    Running Time: }\textrm{O}(\mathcal{T}(n))(\mathcal{T}(n)=\gamma\mp@subsup{\mathcal{T}}{}{\textrm{O}}(n)+\mp@subsup{\mathcal{T}}{}{\textrm{A}}(n))
```

```
Algorithm FC-SFM min
    Input: A submodular function }f:\mp@subsup{2}{}{V}->\mathbf{R}\mathrm{ .
    Output: The minimal minimizer of f
    Operation: Oracle calls for function evaluation, fully combinatorial operations.
    Running Time: }\quad\textrm{O}(\mp@subsup{\mathcal{T}}{\textrm{FC}}{}(n))(\mp@subsup{\mathcal{T}}{\textrm{FC}}{}(n)=\gamma\mp@subsup{\mathcal{T}}{\textrm{FC}}{\textrm{O}}(n)+\mp@subsup{\mathcal{T}}{\textrm{FC}}{\textrm{FC}}(n))
```

Let $U$ be a finite set and let $\mathcal{D} \subseteq 2^{U}$ be a ring family. For a modular function $g: \mathcal{D} \rightarrow \mathbf{R}$ with $g(\emptyset)=0, g$ can be expressed as $g(X)=b(X), \forall X \in \mathcal{D}$, using some vector $b \in \mathbf{R}^{U}$. Let $b \in \mathbf{R}^{U}$, and let us consider minimizing a modular function $b_{\mathcal{D}}: \mathcal{D} \rightarrow \mathbf{R}$ defined as (3). We can assume w.l.o.g. $\{\emptyset, U\} \subseteq \mathcal{D}$. We need to have some infomation on $\mathcal{D}$ in advance. We assume for each $v \in U$ the minimal set $M_{v} \in \mathcal{D}$ containing $v$ is known. (This is enough information about $\mathcal{D}$. See, for example, Fujishige [2, §3.2].) Using a result of Picard [8] the modular function minimization problem can be reduced to the minimum cut problem of a network with $\mathrm{O}(|U|)$ vertices in $\mathrm{O}\left(|U|^{2}\right)$ time, and Cunningham [1] showed the equivalence between the modular function minimization problem and the minimum cut problem. Using, for example, the Goldberg-Tarjan algorithm [3] for solving the minimum cut problem, $b_{\mathcal{D}}$ can be minimized with $\mathrm{O}\left(|U|^{3}\right)$ fully combinatorial operations. Let Algorithm MFM be some fully combinatorial strongly polynomial time algorithm which finds a minimizer of a modular function over a ring family $\mathcal{D} \subseteq 2^{U}$ with $\mathcal{T}_{\text {MFM }}(|U|)$ fully combinatorial operations. For example, $\mathcal{T}_{\text {MFM }}(|U|)=|U|^{3}$. We can assume $\mathcal{T}_{\text {MFM }}(n)=\mathrm{O}(\mathcal{T}(n))$ and $\mathcal{T}_{\text {MFM }}(n)=\mathrm{O}\left(\mathcal{T}_{\text {FC }}(n)\right)$.
Algorithm MFM (Modular Function Minimization)
Input: $\quad$ A vector $b \in \mathbf{R}^{U}$, and ring family $\mathcal{D} \subseteq 2^{U}$ with $\{\emptyset, U\} \subseteq \mathcal{D}(\forall v \in U$, the minimal set $M_{v} \in \mathcal{D}$ containing $v$ is known).
Output: $\quad$ A minimizer of $b_{\mathcal{D}}$.
Operation: Fully combinatorial operations.
Running time: $\quad \mathrm{O}\left(\mathcal{T}_{\text {MFM }}(|U|)\right)$.
We describe below Procedure COV, which decide, for any given nonnegative value $t \geq 0$, whether " $t<t^{*}$ ", " $t=t^{*}$ " or " $t>t^{*}$ " using conditions (8) directly. In Step 1 , we examine whether $t a \in \mathbf{B}(f)$ or not. In Step 2, we obtain information about $\mathcal{D}(t a)$. Note that $\mathcal{D}(t a)$ always includes $\emptyset$ but not necessarily includes $V$. Hence, for some $v \in V$, there may not exist a subset $X$ such that $v \in X$ and $X \in \mathcal{D}(t a)$. In Step 3, we maximize $a_{\mathcal{D}(t a)}$ and examine whether $t=t^{*}$ or not.
Procedure COV (Comparison with the Optimal Value)
Input: $\quad$ A nonnegative value $t \geq 0$.
Output: A decision whether " $t<t^{*}$ ", " $t=t^{*}$ " or " $t>t^{*}$ ".
Operation: Oracle calls for function evaluation, arithmetic operations.
Step 1: Minimize $f_{t a}$ by running $\operatorname{SFM}\left(f_{t a}\right)$. If $\min \left\{f_{t a}(X) \mid X \subseteq V\right\}<0$ then stop $\left(t>t^{*}\right)$.
Step 2: For each $v \in V$, let $f_{v}: 2^{V \backslash\{v\}} \rightarrow \mathbf{R}$ be a submodular function defined by $f_{v}(X)=$ $f_{t a}(X \cup\{v\})(X \subseteq V \backslash\{v\})$. Find (if any) the minimal set $M_{v} \in \mathcal{D}(t a)=\arg \min f_{t a}$ containing $v$ by running $\operatorname{SFM}_{\text {min }}\left(f_{v}\right)$.
Step 3: Maximize $a_{\mathcal{D}(t a)}: \mathcal{D}(t a) \rightarrow \mathbf{R}$ by running $\operatorname{MFM}(-a, \mathcal{D}(t a))$.
If $\max \{a(X) \mid X \in \mathcal{D}(t a)\}=0$ then stop $\left(t<t^{*}\right)$.
If $\max \{a(X) \mid X \in \mathcal{D}(t a)\}>0$ then return the maximizer of $a_{\mathcal{D}(t a)}$ and stop $\left(t=t^{*}\right)$.

Let us consider the running time of Procedure COV. In Procedure COV we run Algorithm SFM once, Algorithm $\mathrm{SFM}_{\min } n$ times, and Algorithm MFM once. Note that for any given $X \subseteq V$ a function value $f_{t a}(X)=f(X)-\sum_{v \in X} t a(v)$ can be acquired by a function evaluation of $f(X)$ and at most $n$ subtractions. (For each $v \in V$ we compute $t a(v)$ in advance.) So the running time of $\operatorname{SFM}\left(f_{t a}\right)$ is $\mathrm{O}\left((\gamma+n) \mathcal{T}^{\mathrm{O}}(n)+\mathcal{T}^{\mathrm{A}}(n)\right)$. Since $n \mathcal{T}^{\mathrm{O}}(n)=\mathrm{O}\left(\mathcal{T}^{\mathrm{A}}(n)\right)$, $f_{t a}$ can be minimized in $\mathrm{O}(\mathcal{T}(n))$ time. Thus, the total running time is $\mathrm{O}\left((n+1) \mathcal{T}(n)+\mathcal{T}_{\text {MFM }}(n)\right)=\mathrm{O}(n \mathcal{T}(n))$. Let $\mathcal{T}_{\mathrm{COV}}^{\mathrm{O}}(n)=n \mathcal{T}^{\mathrm{O}}(n)$, $\mathcal{T}_{\mathrm{COV}}^{\mathrm{A}}(n)=n \mathcal{T}^{\mathrm{A}}(n)$, and let $\mathcal{T}_{\mathrm{COV}}(n)=n \mathcal{T}(n)\left(=\gamma \mathcal{T}_{\mathrm{COV}}^{\mathrm{O}}(n)+\mathcal{T}_{\mathrm{COV}}^{\mathrm{A}}(n)\right)$.

Let Procedure L-COV be a procedure which is obtained by replacing Algorithm SFM and Algorithm SFM $_{\text {min }}$ by Algorithm FC-SFM and Algorithm FC-SFM min $^{\text {respectively in Procedure COV. For }}$ any given $t \geq 0$, once $t a(v)$ is computed for each $v \in V$, Procedure L-COV compares $t$ to $t^{*}$ with $\mathrm{O}\left(\mathcal{T}_{\mathrm{L}-\mathrm{Cov}}^{\mathrm{O}}(n)\right)$ oracle calls for function evaluation of $f$, and $\mathrm{O}\left(\mathcal{T}_{\mathrm{L}-\mathrm{COV}}^{\mathrm{FC}}(n)\right)$ fully combinatorial operations, where $\mathcal{T}_{\mathrm{L}-\mathrm{COV}}^{\mathrm{O}}(n)=n \mathcal{T}_{\mathrm{FC}}^{\mathrm{O}}(n)$ and $\mathcal{T}_{\mathrm{L}-\mathrm{COV}}^{\mathrm{FC}}(n)=n \mathcal{T}_{\mathrm{FC}}^{\mathrm{FC}}(n)$. And moreover if $t=t^{*}$, Procedure L-COV returns a subset $X \subseteq V$ s.t. $f(X)=t^{*} a(X)$ and $a(X)>0$. Let $\mathcal{T}_{\mathrm{L}-\operatorname{cov}}(n)=n \mathcal{T}_{\mathrm{FC}}(n)$ $\left(=\gamma \mathcal{T}_{\mathrm{L}-\mathrm{COV}}^{\mathrm{O}}(n)+\mathcal{T}_{\mathrm{L}-\mathrm{COV}}^{\mathrm{FC}}(n)\right)$. The time complexity of Procedure L-COV is $\mathrm{O}\left(\mathcal{T}_{\mathrm{L}-\operatorname{Cov}}(n)\right)$.

## Complexity

Theorem 4.1 Algorithm LSSP solves $\operatorname{LSSP}(f, \mathbf{0}, a)$ in strongly polynomial time.
Proof The running time in Step 1 is $\mathrm{O}\left(\mathcal{T}_{\mathrm{COV}}(n)\right)$. In Step 2, $\mathrm{O}\left(\mathcal{T}_{\mathrm{L}-\mathrm{COV}}^{\mathrm{FC}}(n)\right)$ comparisons of linear functions of $t^{*}$ are evaluated and the running time of the other part is $\mathrm{O}\left(\mathcal{T}_{\mathrm{L}-\operatorname{cov}}(n)\right)$. So the total running time is $\mathrm{O}\left(\mathcal{T}_{\mathrm{COV}}(n)+\mathcal{T}_{\mathrm{L}-\mathrm{COV}}(n)+\mathcal{T}_{\mathrm{L}-\mathrm{COV}}^{\mathrm{FC}}(n) \mathcal{T}_{\mathrm{COV}}(n)\right)=\mathrm{O}\left(n \mathcal{T}_{\mathrm{FC}}(n)+n^{2} \mathcal{T}_{\mathrm{FC}}^{\mathrm{FC}}(n) \mathcal{T}(n)\right)$.
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