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ABSTRACT

In this paper, we present Parallel Resolution Algorithm (PARA) for the improve-
ment of execution efficiency in resolution process. PARA clusters W (the pairs
of correéponding arguments in resolved literals) by means of variables as pre-
processing and tries to unify each cluster independently in parallel. The exper-
iment in comparison of execution efficiency shows PARA has about 1.77-fold im-
provement over SRA (Serial Resolution Algorithm). Finally we show PARA is very

effective in occurence of plual sets of clusters.

1. Introduction

Some parallelisms exist in Programming Language Based on Predicate Logic. These
ones are (1) And parallelism, (2) Or parallelism, (3) Stream parallelism, (4) Re-
solution parallelism. However the detailed study of Resolution parallelism hasn't
been found so far. So in this paper, we present Parallel Resolution Algorithm and
show the efficiency of this algorithm in experimental comparison with ordinary

serial resolution algorithm.

2. Parallel Oriented Unification Algorithm @'®

The unification probelm can be written as

P(ti,ta,--- ,tn) ; .
simultaneous equations and the solution of P51 sl1)> Unification
- 102,777,

Problem

them can be considered as mgu. The ordinary

. . t; = 851
serial unification is a process which solves ) ]

tz = s2 Ordinal Serial
simultaneous equations sequencially. However ' Unification Process
1)

we can divide them into subsets of equations tn = Sp

(clusters) which are parallel-processed in-

dependently. Parallel Oriented Unification
Algorithm (POUA) is based on above notion o
and Fig.2 shows how POUA is executed. I} g {}

Parallel Oriented
Unification Process

3. Parallel Resolution Algorithm

Fig.l Unification Process

Parallel resolution process adds resolvent



generating one to parallel unification

W= g Pla,g(b),x, flg(y))),

one, ‘'Fig.3 shows Parallel Resolution Al- Pz, £(2),FlW)

gorithm (PARA). Firstly PARA clusters W Clustering of W

(the pairs of corresponding arguments in / T

resolved literals) by means of variables Wo=g 92 %5 e _ 9DV FLOLV))
z,f(z) “tuo, fw
and generates clusters of W;-Wn which are iy
go1= €
Gos=
parallel-processed independently, as pre- o11={a/z} o:::{gs(b)/u}

oz 1={a/z,f(a)/x} -
processing. Secondly, after this pre-proc- o2 ={g®/u.b/y)

essing, PARA tries to unify each cluster
mgu for W = oz1 o022 |
independently in parallel. If all clusters ={a/z,£(u)/x,g(b)/u,b/y}

are unifiable, PARA obtains the mgu of W Fig.2 An Example of Parallel Oriented
L. Unification Process
by uniting the mgus of all clusters, other-

wise PARA concludes that W is not unifiable.

F inally, after having obtained the mgu of W,

PARA generates the resolvent and Clustering Clusteringwlon Variables

Division of W W = W; + «++ + Wn

Informations of it. Clustering Informations

Parallel I Processing

include Variable Informations and Cluster

Informations. Variable Informations show

W, is

. unifiable

what variables each argument has. Cluster ves

Informations show how one literal can be M9 =9 not unifiable L= on
divided. L mgu 0 for W =0y Y.y on j
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4, Efficient Algorithm for Peculiar Processes

. . i
Slnqe clustering of W and generation of Clrsy = Clasy o

clustering informations are peculiar pro-

Generating the Informations
cesses which don't exist in the ordinary of Resolvent for Clustering
resolvent algorithm, they must be processed
efficiently. So we present efficient algo- é

. 1 = LTIUCELL
rithms for two processes. glﬁz - LT28}CL2‘
W = (LTL,LT2)

Fig.3 Parallel Fesolution Algorithm

4-1 Cluster Operation Algorithm

Clustering of W is executed by means of doing cluster operation to cluster infor-
mations of resolved literals. Cluster operation is the process which forms clusters
for parallel unification. It matches n-th component of one cluster information with

all components and combines matched components.(Fig.4). Fig.5 shows W isn't




divided by means of doing cluster operation to cluster informations of P(a,g(xl),

x2,£(g(x2))) and -P(x4,x3,f(x4),£(x3)).

4-2 Clustering Informations Generation Algorithm

Generating clustering informations is executed by means of making use of vari-
able informations of parent clauses. Fig.6 shows the general-flow of this algo-

rithm and Fig.8-1~v8-3 show how each phase of this algorithm is executed in the
example of Fig.7.
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**% (Clustering Informations Generation Algorithm
Phase (1) : Extract LT12 and LT22 from variable informations for parent

clauses and connect them Fig.4-1).

Phase ‘(2) : Generate the pairs of variable number and variable number with
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l Fig.6 Clustering Informations

Generation Algorithm

Fig. % Cluster Operation Algorithm

, -Q( F(X2,G(A)) , X1 ) -+~ left parent

B(X, B) clause CL1

LT11 LT12

Pla,g(x1),x2,£(g(x2)))  -P(x4,x3,F(x4),£(x3))
, G(X4) )-- right parent

< (D.@, (4 > <13, 28 > P( F(X3,%4) , X3 ) , cR( X3 clause CL2
"’ LT21 LT22
<(2),3 4 N s .
G- = 3)'(5 4) > unification of LT1l and LT21
- r lutior
<34 > < (13,24 > esotution mgu o ={ F(B,X4)/X1 Xl»Bl__em
# % 01 2
<(1324)> C_R( B , G(X4) ) , Q( F(X2,G(A)) , F(B,X4) ) - -resolvent
i TT31 LT32 CLrsv
Fig. . . .
15.5  Exawple for Cluster Operation Fig.7 An example of resolution process



term to substitution components
CLrsv' = (CL1-LT11) U (CL2-LT21)

of mgu Fig.8-2). = vrezllimiz ~
. . = -R( X3 , G(X4) ) , -Q( F(X2,G(A)) , 3
Phase (3) : Apply variable infor- ; Y Th] LK 1;:;31 X1
mations of mgu to variable infor- Variableoﬁng;ﬁ‘matioﬁs Variable Informations
mations of CLrsv' and generate ; of CLL
_ Balslslo| [1foflaf1]

variable informations of CLrsv LT21 LT22 . LT LTI2
Fig.8-3)
phase (4) : Genorate clusteri et L34l 2]1]

ase : Generate clustering of CLesy' LT31" LT32°
informations of first literal by Fig.8-1 The processing of phase (1)
means of clustering variable in-
formations of it. 4 1 |---- 8:={ F(B,x4)/x1 }
Phase (5) : Connect variable in- 31 -ezf{lea}
formations of (3) and cluster in- Fig.§-2 The processing of phase (2)
formations of (4) and let them
clustering informations of the Substitute "4" into "1" l 3 , L] " 2 l 1 I

F

resolvent CLrsv.

--------------- f

5, Comparison of SRA and PARA Variable Informations--- | 0 | 4 [ 2 | 4 ]
and its Remarks of resolvent CLrsv LT31 LT32

Fig.8-3 The pro i £ ph.
To compare PARA with SRA(Serial processing of phase (3)

Resolution Algorithm), we ran 4

logic programs(n on two algorithm by modifying Theorem proving System "SENRL" "

We measured run time of each process with executing SNL resolution and compared

the total time of resolution process finally. Table 1 shows the experimental re-
sult.

Comparing the total times of generating resolvents of two algorithm, we see
that one of PARA is about twice one of SRA. This suggests that run time of gener-
ating clustering informations is as small as one of generating resolvents and
doesn't affect the total run time so badly.

Comparing improvement rates of unification process and resolution process, since
the redundant process to generate clustering informations participates in resolu-
tion process, one of resolution process becomes worse. However increase time by
generating clustering informations is muvh smaller than decrease time by parallel
processing an unification. So improvement rate of resolution process is about 0.8

times as much as one of unification process and 0.6-0.7 times as many as the num-



ber of clusters.

6. Comments
6-1 The literal pairs in which PARA becomes effective or ineffective

In above experiment, some pairs of resolved literal in which PA A becomes effec-

tive or ineffective.emerged definitely.

(1) Literal Pair 1 in which resolution succeeds and PARA becomes effective

MICOM(FM8, FUJITSU,6809,218000)
MIcomc X1, X2 , X3 ,218000)

Literal Pair 1 is divided into 4 clusters at the pre-processing. Since mgu of
each cluster has only substitution component, altering structure in each cluster

is unnecessary. So parallel resolution became very effective.
(2) literal pair in which resolution succeeds and PARA becomes ineffective

This literal pair is one which is not divided at the pre-processing (not shown

in Table 2).

Table 1 Comparison of S R A and PAR A

Problems

Comparison items MEMBER APPEND LOOP DB
The number of times of - E ;
resolution trial 6 5 34 57
The number of times of ]
resolution success 4 3 8 4
The number of clusters for
pairs of resolved literals 1~2 2 2~3 3~4
g | The total time of unifi-

cation process 6,000 10,245 . 29,605 11,820
R The total time of genera- . .

ting resolvents 490 485 1,980 1,335
A The total time of

resolution process 6,490 10,730 31,585 13,155

The total time of unifi- - .
P | cation process 4,220 5,775 12,550 4560
A
R The total time of genera- B ;

ting resclvents 1,025 1,290 3,830 1,785
A The total time of p I »

resolution process 5,245 7,065 ‘16,380 6,345
I Improvement rate in :

unification process 1.42 1.77 2.36 2.59
R Improvement rate in ) ’

resolution process 1.24 1.52 1.93 2.07

7 uﬂit time : wusec
machine .. ACOS system 1000 model 40

S R A : Serial Resolution Algorithm
PAR A : Parallel Resolution Algorith
I R : Improvement Rate ' v



(3) Literal Pair 2 in which resolution fails and PARA becomes effective

MICOM(MZ80B, SHARP,Z80A,278000)
MICOM( X1 , X2 , X3 ,218000)

Literal Pair 2 is divided into 4 clusters at the pre-processing and computation
terminates at the time when 4-th cluster proves not to be unifiable. So parallel

resolution became very effective.

(4) Literal Pair 3 in which resolution fails and PARA becomes ineffective

MAKER (OKI, TOKYO,E)
MAKER (SHARP,X1,X2)

Literal Pair 3 proves not to be unifiable at the first argument in SRA. So PARA
takes an extra time of clustering. Besides Literal Pair 3, literal pair which is

not divided at the pre-processing is contained naturally.

Table 2 Comparison of some pairs of resolved literal

pairs of rc_ssolved
comparTron e | Literal Pair 1 | Literal Pair 2 | Litearl Pair 3
iﬁs
Tsra 1075 1035 60
Toara 535 195 150

unit time : u sec
machine : ACOS system 1000 model 40

6-2 Efficiency improvement by making use of variable informations
We can make use of variable informations with arguments and mgu for efficiency

improvement of resolution process.

(1) Efficiency improvement for occur check

We can execute occur check efficiently by logical product of variable informa-

tions with corresponding arguments Fig.9-1)

(2) Efficiency improvement for composition of substitution

We can execute composition of substitution by logical product of variable in-

formations with substitution components Fig.9-2).

(3) Efficiency improvement for generating resolvent




We can access only necessary arguments for generating resolvent by logical pro-
duct of variable informations with arguments and variable informations with mgu
Fig.9-3).

We need examine above efficiency S TP ,)]‘
We o= (2 , X1 _

, peox2 0, x2 )
improvements by experiment for
D= { F(X1) , x2 )
further research. variable in- [1JA[Z] = [0]-—0ccur Cheek ok
formations with
arguments U01= { F(xX1)/%2 3
7. Conclusion W=y < RORGL LS
P F(X1) , F(X1) )
Firstly PARA proves to be very Deo= X1, F(X1) }

effective in the case in which

(a0 = 17
. JL

literal pair is divided into plu- not unifiable

Fig.9-1 Effici i
ral clusters and plural substitu- & ctency improvement for occur check

{ ¢ = { F(X2)/X1,F(A)/X3 }
A= { B/x2 )
variable
informationg variable
with o : . T_ [0 2 Jinformations
=27 T1p.= B “-with A
1 o 15 o 12
variable informations with oo
O X = L F(B)/X1,F(A)/X3,B/X2 }

l.p.=logical product

Fig.9-2 Efficiency improvement for composition of substitution

Information of Variables in mou

N logical s v p »=0 — not access
0 3 » EON RN ‘~=0 —> access
¥ .
Lopical Produc
me o = {F(B,%1)/X1,B/53) e

0 1

na fz” i

i

I A l.p.= logical product

Fig.9-3 Efficiency improvement for generating resolvent



tions are done by deciding unifiability.

Secéndly the experiment in comparison of execution efficiency shows PARA has
about 1,77-fold improvement over SRA (the number of clusters is 1-4) and improve-
ment rate becomes better in proportion to the numbér of clusters. So PARA consid-
ers to be effective for logic programs which have many arguments and in which
each argument is independent mutually.

Finally since resolution process occupies much of the whole process in Program-
ming Lénguage Based on Predicate Logic, PARA contributes to the organization of

Logic Machine.
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