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EXTENDED ABSTRACT

As the fields of computer applications
expand, software reliability has gained great
importance. In the computer systems applied
such as nuclear power plants, for example,
system failure may have disastrous outcomes.

One of the goal of software reliability
is the ability to deal with exceptions. An
algorithm/program should make it possible to
trap undesired events and to specify suitable
response to such events. The behavior of the
software with this facility will become
predictable even in anomalous situations.

Ada has been designed to support numerical

applications and embedded aplications with
real-time and concurrent requirements [ 3].
The purpose of this paper is to assess the
exception handling facility in Ada through
an experience with MicroAda/SuperMicro (TM)**

GLOBAL NEWTON'S ALGORITHM

The problem chosen as the basis of the
assessment is

Problem (*) "GiXen a mapping f : R ~
R, find points £ € R~ such that

£(&) = 0. 1)

Often f is smooth, i.e., f ¢ Cr(Rn), as we
shall henceforth assume."

The algorithm of (the classical) Newton's
method to find solutions of ( 1) consists of

(1) to select an starting approximation:
X3

(2) to solve the systems of linear equa-
tions:

J(Xk) Axk = - f(xk); k=0,1, .. ()

(3) to improve the next approximation:

Mol T %t 3
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It is well-known that this algorithm (and
its variants) converge to a solution provided
that the staring approximation x, is sufficient-
ly close to & such that det{J(E)? # 0 (local
convergence), e.g., [ 1].

It may happen in the Newton's algorithm
that the Jacobian matrices become singular
during iterations. An algorithm which will
¢onverge for "most" approximations (globally
convergent) is more useful. A point of depar-
ture from (the classical) Newton's algorithm
lies in

(3") to improve the next approximation
according to

e (4
i.e., to control Yy, using an available informa-
tion obtained previous iteration. A method
which has some mathematical foundation is to
vary vy, as a function of X

Y = A sgn(det{J(xk)}), x> 0. 5
A theoretical result of this algorithm has been
discussed in Hirsch and Smale [ 2]. No (reli-

able and efficient) software, however, was
presented in Hirsch and Smale [ 2].

ADA PROGRAM WITH EXCEPTION HANDLERS

We present in this paper a sample of
Ada program for the global Newton's algorithm.
These texts were compiled with MicroAda/Super-
Micro(TM).

Flow chart for the global Newton's algo-
rithm is given in Fig. 1. A program for
exception handler to detect which matrix is
singular is shown in Fig. 2. A preliminary
program with the exception handler is demon-
strated in Fig. 3.
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Fig. 1. Flow chart for the global Newton's algorithm
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Fig. 3.
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