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MPEG /video encoder based on
run-time reconfigurable architecture

AKIHIRO OUE,t TsuyosHI IssHIKIt and HIROAKI KUNIEDAt

This paper shows that run time reconfigurable architecture is suitable for processing stream-
ing data. Run time reconfigurable architecture has possibility to achieve higher performance
by changing its architecture. On the other hand, since it takes many clocks for configuration,
it is difficult to apply it directly to real time applications. However, appropriate scheduling
reduces times for conﬁgura.elon in processing streaming data. In this research, by realizing
MPEG encoder as processing streaming data on hardware model, we show the validity of run

time reconfigurable architecture.

1. Introduction

Reconfigurable system is a system, whose con-
figuration can be modified or programmed in the
field before it invokes. FPGA is a typical example
for this reconfigurable system. Since its configura-
tion is performed in advance, it may be called as
static or compile time reconfigurable system. On
the other hand, if the system configuration or ar-
chitecture can-be programmed while invoking, 'it
may be called as dynamic or rur time reconfig-
urable system. Run time reconfigurable system is
to achieve higher performance by changing its ar-
chitecture drastically.

If run time reconfigurable systeni changes its con-
figuration every clocks, the system' may not' be
rcalled ‘run time reconfigurable system. It may
rather be called programmable system, because the
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provision of configuration data to the system in re-
configurable system is essentially equivalent to is-
sue of control signal to data path in programmable
system. Programmable system must use the in-

‘'struction and control signals generated by control

unit (CU) to control the data streams every clocks.
On the other hand, in run time reconfigurable sys-
tem, CU may also generate control signal or config-
uration signal to configure the data path in many
clocks.

From this viewpoint, we can compare generation
scheme of control signals in VLIW® and SIMD*
as programmable system, with run time reconfig-
urable system. .

In VLIW system, since PEs are controlled by cor-
respondmg CU, the system has an advantage that
various algorithms can be realized. However, be-
cause circuit area of CUs are rather large, maiiy
PE cannot be implemented in area. :est:icted‘cases.
In SIMD system, since PEs are controlled by iden-
tical control signal generated by shared CU, circuit
area of CU is small. However, because of identi-



cal control signal, algorithms which have random
dependency among operations of PEs cannot be
effectively realized in SIMD system. In run time
reconfigurable system, since each PE is controlled
by each control signals generated by CU in many
clocks, circuit area of CU is small and various algo-
rithms can be realized.

One of objectives of this research is to investi-
gate the validity of run time reconfigurable system
for streaming data. For this purpose, we try to
develop ‘hardware model for reconfigurable system
and to realize efficient system. We select MPEG2Y
encoder as our target algorithm, because MPEG2
encoding includes various types of computations.

2. Run-time Reconfigurable System

We consider here the block diagram of run time
reconfigurable system as shown in Fig 1. This sys-
tem consists of functional blocks such as execute

block, control block, internal ram, external ram and

host processor. In the following, we explain outlmes
of these blocks.

Execute block This block executes algorithms
which need relatively large calculation costs in
MPEG encoder, such as gray parts in Fig 2.
This block is structured PEs in rectangular ar-
ray, and reconfigurable interconnections among
them. The interconnections are implemented
by separable buses. Also we assume here that
array size is 32 x 24.

Control block This block generates configura-
tion signal for execute block, and  address of

. both internal RAM and external RAM. Be-
cause one control block are shared by 384 PEs
in execute block, control block takes 384 clocks

- for configuration of the array.
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Fig 2. algorithms consist of MPEG encoder

Internal RAM This RAM stores prediction pic-
ture and temporary data. It needs relatively
high band width for communication between
execute block and internal RAM. We assume
here internal RAM size is 16 k word. (1 word
= 9 bit)

External RAM This storage is used for data
of relatively low band width, such as reference
picture and instruction data. We assume here
band width between external ram and internal
ram is 16 byte per clock.

Host processor This procéssoi executes algo-

- rithms which is rather small calculation cost,
such'as VLC, rate control and so on. This part
transfers prediction picture data and quantized
data to outside.

This system has two modes, config-mode and
execute-mode. . When config-mode;. control block
issues instructions for all the processors in execute
block. Each instruction is issued in every clocks
for each.processor. When execute-mode, execute
block executes instruction issued by control block.
To make this system in one of these two mode al-
ternately, we can realize MPEG encoder

We perform behavior simulator for small system
cons1st1ng of several PEs. Although whole system
in gate level was not realized, we could estimate
that our system run at 50 MHz and configuration
can be done within 384 clocks.

3._ Execute Block

Execute block consists of PEs in rectangular ar-
ray, and interconnection among them as shown in
Fig 3. In the following section, We explain proces-
sor element and interconnection.
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Fig 3. PE and interconnection

3.1 Processor Element
Each PE consists of flag unit, shift unit, logic
unit, store unit and 9 bit adder. Control block can
issue control signal for each unit each unit. In the
following, we explain each unit in detail. )
Shift unit This unit consisting of barrel shifter
executes any shift operation. Data is input
from bus A0 and A1, and output to adder.
Logic unit This unit consisting of look up ta-
ble executes any logic operation. Data is input
from bus B0, B1, and signal S, and output to
adder and store unit.
Flag unit This unit controls carry-in and zero-in
signal for adder. Carry-in signal can be 1, 0,
S, 8, or carry-out signal from previous proces-
sor element. Signal zero-in can be 0 or signal
zero-out like from previous processor element.
Store unit This unit consisting of two 9 bit regis-
ters, stores results of execution. One can store
only adder’s output. The other can store either
one of bus B0, output of logic unit, or signal
zero-out of adder.
3.2 Interconnection
Interconnectlon among PEs are 1mplemented by
global bus (HO, H1, VO, ...V5) and local bus (A0,
Al, BO, B1, S). We assume here width of these
buses is 9 bit. In the following, we explain buses
around one processor element.
Global bus Global buses are separa.ble because
of the usage of different bus transceivers. Bus
HO and H1 are available for communication for
horizontal direction. Bus HO can be connected
to Bus VO and V2. H1 can also be connected
to V1 and V3. Bus VO, ...V5 are available for
communication for vertical direction.
Local bus Local bus A0, Al, B0, B1 are con-

nected to the processor element as its input
-and can be connected to global bus VO, ...V5.
While bus S is connected to the processor ele-
ment as its input. It can be connected to bus
A0, A1, B0, Bl. Bus X0 and X1 which are
output of the processor element, can also be
. connected to local bus A0, A1, B0, BI.

4. Algorithm

We can freely select algorithms and their param-
eters in MPEG encoder. However, goal of this re-
search is to show that run time reconfigurable archi-
tecture is suited to MPEG encoder. Therefore we
dare to select orthodox algorithms. In the follow-
ing section, we explain main algorithms for MPEG
encoder,

4.1 Motion Estimation

. To search.a motion _vector for each macro blocks,
We can compress image making use of timing.re-
dundancy. In this research, we adopt 2 level search
as a motion estimation algorithm. Thls search al-
gorithm is as following step.

Step 1 After applying down-sampling to both

predlctlon picture and reference picture, we
“search the least point of Mean Absolute Differ-

" ence (MAD) over -7 to +7 plxel range (level 1
search) :

Step 2 Applying up-sampling only for reference
picture, we ‘search the least point of MAD
within -2 to 41 pixel shift range from the point
found by Step 1.  (half pel sea.rch) ‘

4.2 DCT/IDCT

To apply two dimensional DCT for each block,
Wwe can compress image making use of special re-
dundancy. In this research, since we realize two di-
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mensional DCT by using fast algorithm® for one di-
mensional DCT and replacement, the system must
be configured twice for two dimensional DCT. Two
dimensional IDCT is realized two steps by using
fast algorithm such as DCT, too.

5. Schedule,

By making this system in one of config-mode and
execute-mode alternately, we can realize MPEG en-
coder. In the following section, we explain about
configuration, scheduling strategy and estimation
of scheduling results.

5.1 Configuration

To realize MPEG encoder, tlns system must be
configured several types as shown in Fig 4. Here
two dimensional DCT is realized by a couple of con-
figuration such as DCT1 and DCT2. DCT1 is one
dimensional DCT and then some part of replace-
ment. DCT?2 is rest of replacement and then one
dlmensxonal DCT Thus, two dimensional DCT is
realized. IDCT is realized in similar manner.

For exa.mplé, interconnection of ME1 is roughly
shown in Fig 5. Both reference picture and predic-
tion picture are input from the left edge of execute
block. MAD as the result is output to the right
edge.

type function

ME1 Down-sampling for pre. picture and
Motion Estimate (level 1 search)
ME2 Up-sampling for ref. picture and
Motion Estimate (half pel search)

DCT1 1-D DCT then data replacement

DCT2 data replacement then 1-D DCT

IDCT1 1-D IDCT then data replacement
"IDCT2 | data replacement then 1-D IDCT

Q - Quantization

iQ Inverse Quantization

Fig 4. conﬁgura.ﬁon types for MPEG encoder

5.2 Strategy

‘In this system, control block takes 384 clocks to
generate configuration signals. It is not desirable to
configure the system for every macro block, because
overhead of configuration 'is too large. This case
is shown in Fig 6(a). Therefore we take a scheme
that CU generates a conﬁguta.t.lon signal for several
macro blocks. The cases ‘of configuration for every
5 and 15 macro blocks are shown i in Fig 6(b) (c), re-
spectively. Usmg this scheme, we reduce overhead
of conﬁgura,txon However internal RAM size be-
comes larger, because large prediction picture data
and temporary data size must be stored. .
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Fig 6(c). configure for every 15 macro blocks
5.3 Estimation algorithm execute config || - sum
In the following, we explain the scheduling result DCT 9.68 ms | 1.38 ms 4.06 ms
for every picture types. Here, we assume system Q j 1.34 ms | 0.69 ms 2.03 ms
frequency of 50MHz, and reconfigure execute block IQ "134ms | 069 ms | 2.03 ms
in every 15 macro blocks. IDCT | 268ms| 1.38ms | 4.06 ms
I picture Intra-coded picture is encoded only by Total 8.03ms | 415 ms | 12.19 ms

using own picture. For encoding I picture, en-
coder use DCT and Quantize. Moreover to use
as reference picture, this picture is stored in ex-

Fig 7. scheduling result for I picture

ternal RAM after being applied Inverse Quan- algorithm execute config sum
tize and IDCT. Therefore the scheduling result ME (level 1) 6.75 ms | 0.69 ms | 7.44 ms
for I picture is as shown in Fig 7. (half pel) 4.97 ms | 0.69 ms 5.66 ms
P picture Predictive-coded picture is encoded DCT 268ms | 1.38 ms | 4.06 ms
by using both own picture and picture in the Q 1.34 ms | 0.69 ms 2.03 ms
past. For encoding P picture, encoder use Mo- IQ 1.34 ms | 0.69 ms 2.03 ms
tion Estimation, DCT and Quantize. Moreover IDCT 2.68 ms | 1.38 ms 4.06 ms
to use as reference picture, this picture is stored Total 19.76 ms | 5.53 ms | 25.29 ms

in external RAM after being applied Inverse
Quantize and IDCT. Therefore the scheduling
result for P picture is as shown in Fig 8.

Fig 8. scheduling result for P picture

algorith; t fi .

B picture Bidirectionally predictive-coded pic- gor Sxecme hads suz
. . . . ME (level 1) | 13.50 ms | 0.69 ms | 14.19 ms

ture is encoded by using own picture and pic- Balf el 06 063
turein both the past and the future. For encod- ( pel) 9.94 ms | 0.69 ms -0J ms
ing B picture, encoder use Motion Estimation, DCT 2.68 ms | 1.38 ms 4.06 ms
DCT and Quantize. Therefore the scheduling Q 134ms | 0.69 ms | 2.03 ms
result for B picture is as shown in Fig 9. Total 2746 ms | 3.46 ms | 30.91 ms

All of these results show the processing time is
taken in less than 33 m sec which is required pro-
cessing time for real time encoding. Chip area is
estimated as 100 mm? by 0.6 um CMOS double
metal process. This value may achieve area reduc-
tion from the conventional approach.

6. Summary

In this paper, we show hardware model for
run time reconfigurable architecture and to real-
ize MPEG encoder in our system. As the result

Fig 9. scheduling result for B picture

for scheduling, this system is able to encode in real
time. Until now, no programmable system has been
able to encode MPEG? in real time. Proposed sys-
tem is promising to realize programmable system
for real time MPEG encoding.
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