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Abstract: Flashcard systems are effective tools for learning words but have their limitations in teaching word usage.
To overcome this problem, we suggest that a flashcard system shows a new example sentence on each repetition. This
extension requires high-quality example sentences, automatically extracted from a huge corpus. To do this, we use a
Determinantal Point Process which scales well to large data and allows us to naturally represent sentence similarity and
quality as features. Our human evaluation experiment on the Japanese language indicates that the proposed method

successfully extracted high-quality example sentences.
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1. Introduction

Learning vocabulary is a crucial step in learning foreign lan-
guages and it requires substantial time and effort. Word learning
is often done using flashcards: a way of organizing information
into question-answer pairs. An example of a flashcard for the
Japanese word “fifi”" is shown on Fig. 1. Flashcard systems fre-
quently use Spaced Repetition technique to optimize the learning
process. The technique is based on the observation that people
tend to remember things more effectively if they study in short
periods spread over time (spaced repetition practice) opposed to
massed practice (i.e., cramming) [2], [14]. Anki*! is one of the
most well-known open-source Spaced Repetition System (SRS).

One major drawback of building a vocabulary with flashcards
is that most of the time cards look like the one displayed on
Fig. 1 (top): flashcards often lack usage context information. A
question card is usually a word alone, an answer card could con-
tain a fixed single example sentence present. The example does
not change from repetition to repetition, and as a result, does not
show the full spectrum of word usage. However, humans do not
use isolated words for communicating. Words are always sur-
rounded by other words, forming word usages. Learning these
word usages is as important as learning words themselves.

Instead of showing only a single field like reading or writing
of a flashcard in the question card similarly to the Fig. 1 (top),
we propose to use example sentences in both types of cards, as
shown in Fig. 1 (bottom). Moreover, we want to show a new ex-
ample sentence on the question card for each repetition. This
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Fig. 1 Flashcards for the word “fifi”.

approach allows users to learn correct word usages together with
the words themselves. However, implementing it requires a huge
number of example sentences.

1.1 Requirements and Overview of Automated Example Ex-
traction Approach
We focus on the automatic extraction of high-quality example
sentences that can be used in the question side of flashcards. Col-
lecting an enormous number of high-quality example sentences
manually does not scale well. Words can have multiple senses
and different usage patterns. A database containing dozens of
sentences for each sense of each word would need to contain mil-
lions of different sentences. For a set of example sentences, we
say that they are of high quality if the sentences have the follow-
ing properties.
e (Intrinsic) Value: Each example sentence should not be bad,
for example ungrammatical, a fragment, or unrelated to the
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target word. Additionally, the sentences should not be too
difficult for learners to understand.
o Diversity: Inside a set, the sentences should cover different
usage patterns and word senses.
In addition, we would like our method to support rare words and
rare word senses.
For the task of example extraction, we are given a huge mono-
lingual text corpora and a target word or a phrase to output a set
of high-quality example sentences.

1.2 Contributions

We propose a system architecture consisting of two compo-
nents:

e Candidate filtering, utilizing a specialized search engine,
which produces a relatively high number of example sen-
tence candidates from a huge raw corpus,

e Example selection, which takes the list of example sentence
candidates and selects high-quality ones from that list, bal-
ancing the individual sentence quality and the overall set di-
versity.

The candidate filtering step is designed such that the selected
sentences are syntactically rich near the target word. It is enabled
by a search engine that allows querying not only by keywords but
by part-of-speech (POS) tags of words and dependency relations.
Depending on a target word POS, we use queries that contain
typical structures in the parse tree for the target POS with the in-
tention to capture meaningful context for a target word, which is
helpful for language learners.

The example selection step utilizes Determinantal Point Pro-
cess (DPP) mathematical framework, used to model diverse
datasets. The DPP allows us to naturally represent data in terms
of scalar quality and vector similarity. Additionally, the DPP has
several interesting properties. For example, it is possible to com-
pute a marginal probability of drawing a subset of items from a
DPP efficiently. Marginal here means a probability of inclusion
of a given set in any subset drawn from the DPP. Furthermore,
it is proven that this marginal probability measure is submodu-
lar. Because of this, it is possible to build a greedy algorithm
that selects example sentences one by one, using the marginal
probability measure as a weight with reasonable guarantees on
the quality of the result. Finally, the DPP is computationally and
memory efficient. The computation of marginal probabilities can
be performed linearly with respect to the number of sentence can-
didates. This makes it possible to use the DPP with tens of thou-
sands of candidates in near-realtime scenarios.

We have performed a human evaluation experiment which has
shown that our method was preferred by Japanese learners and a
teacher compared to two baselines.

2. Example Candidate Filtring  with
Dependency-aware Search Engine

General search systems like Google or Microsoft Bing are
designed for searching documents relevant to a specific query.
Such documents are usually long pieces of text, for example,
web pages. Language learners and teachers use such systems
for acquiring example usages or contexts for words they learn.
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Fig. 2 Overview of a search engine. Input parse trees are preprocessed into
inverted index and compressed storage. The search query is con-
verted into internal representation, then is used for the index lookup
followed by a fetch of the parse trees from the storage.

However, general search systems are not well-suited for this task.
Firstly, users doing such search are not looking for documents,
they are looking for sentences. Additionally, conventional search
engines usually ignore precise grammatical information when in-
dexing text, although this data is extremely useful for example
sentences.

Searching sentences for educational and linguistic usage often
requires more features than just querying on terms as general sys-
tems do. Usually, we want to find usages of a word in some con-
text. Thus, sentence-level search should support queries not only
on the lexical level but on lexical dependencies, part of speech
(POS) tags, conjugation forms, and grammatic words as well. In
the case of Japanese, those are case markers (%%, %) or auxiliary
verbs (\X % after 7 form).

As an example, understanding onomatopoeia is difficult for
many Japanese language learners. Example sentences like JIL7A%
Y1) Y1) 4 % are mostly useless for learners because they have
little specificity — it is easy to replace ¥ ') ¥'') with another
word. Such sentences give a small amount of information on the
target word £ E'1) itself. Sentences like JL2SE ) ¥ 9§ <
J& L % are substantially better in this case. We use dependency
relations and part of speech tags to select better sentences with
rich and meaningful syntactic structure around the target word.

Our goal for the example extraction system is to provide ex-
amples even for rare words while keeping rich diversity of the
example sentences. We use a huge raw corpus to select exam-
ple sentence candidates. The final quality of the examples in
such an approach will depend on the quality of example sentence
candidates. Selecting a small number of documents matching a
query is a well-studied process and inverted index-based full-text
search engines are used for this task. To select syntactically rich
sentences on a scale of a huge corpus, we have developed a dis-
tributed Apache Lucene-based search engine [21] which allows
querying not only on keywords as most systems do but on depen-
dency relations and grammatical information as well.

The proposed system architecture, shown in Fig. 2, consists of
two main parts: compressed database and search core. A com-
pressed database is a key-value storage that stores parse trees
compressing several trees together. Search core is an Apache
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Lucene-based solution for handling queries with dependency re-
lations.

2.1 Compressed Database

Example extraction operates on KNP parse trees as the input
data. KNP parse trees contain results of morphological analy-
sis, dependency relations and rich feature information. Most key-
value storage databases compress entries individually, however,
KNP parse trees share a lot of information, and failing to com-
press several entries together can significantly increase storage
space for huge corpora which are in order of hundred of gigabytes
compressed. We use that rich feature information in the further
steps of example extraction, so it can not be dropped when storing
the trees in the database.

We have developed simple key-value storage which stores mul-
tiple parse trees compressed in a single block. The compressed
database consists of an index stored as a B-tree using MapDB *2
and data files. The database index is a mapping from a tree id
to a tree compressed pointer and tree size pair. Data files consist
of 64-kilobyte blocks. Each block is archived independently of
others and saved to disk. There are no inter-block compression
dependencies, meaning that blocks can be read in arbitrary order.
To extract a tree from a data file, the system needs to read a block
from a disk, decompress it, and get a tree from that block. The
information about the block and the position inside the block can
be stored in a single compressed pointer.

Compressed pointer is a trick taken from the bioinformatics
BAM/BGZF *3 storage format used for storing DNA sequences in
compressed files. The compressed pointer consists of two parts:
the beginning of a compressed block in a data file and an offset of
needed data inside the decompressed block. Block sizes are fixed
to 64k and the 64-bit pointer can be formed by making the lower
16 bits to store the uncompressed offset and the remaining 48 bits
to store the block start address in the compressed file.

2.2 Search Core

Search core is based on Apache Lucene ** with additional com-
ponents for dependency and POS tag support for indexing and
querying. Furthermore, to support fast queries on a huge corpora,
the system is implemented in a distributed master-slave-like man-
ner. Distribution was done using an actor programming model
and Akka library 5.

Our goal is to have different possible usages of a target word
in the example sentences. For example, verbs should have mul-
tiple arguments with different roles and in general, it is better to
have the vicinity of a target word syntactically rich. We use de-
pendency information for approximating this information. For
accessing syntactic information, we automatically tokenize raw
text, extract lemmas, perform POS tagging and parse sentences
into dependency trees.

Search engines usually build a reverse index based on tokens,
which are computed from the original document. We encode seed

2 http://www.mapdb.org/

3 http://samtools.github.io/hts-specs/SAMv1.pdf
https://lucene.apache.org/core/

5 http://akka.iof
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Fig.3 Word to token conversion for indexing a sentence. Tokens con-
tain lexical information (black), (POS) tags (green) and [conjugation
forms] (magenta). Dependency information is common for a set of
tokens spawned from a single word. This information consists of
word position and dependency position.

tokens for our engine as a concatenation of lemma form and con-
jugation form tags, which are derived from the original text. For
example, the verb /i > 72 (kaetta — “to leave” in past form) would
be represented as “J7 % +PAST”. Each token also stores the posi-
tion of its parent.

The next step generates rewritten tokens from the seed tokens
until no more new tokens can be created using the rule-based
rewriting process. Rewriting is done by replacing content word
lexical information with part of speech information or removing
some parts of tokens. For example, case markers of nouns are
removed for some rules.

This representation allows to easily match the same forms of
different words while getting the benefits of the reverse index in
terms of performance. A list of created tokens for a raw sentence
is shown in Fig. 3. This example spawns three tokens for each of
its words.

2.3 Selecting Example Sentence Candidates

For selecting candidates we use queries that match a target
word with up to 3 children or parents. The exact types of par-
ents of children depend on the POS of the target word. The num-
ber 3 was chosen to have balance with different arguments and to
keep the syntactic vicinity of the target word diverse between the
example sentence candidates.

One specific feature of the search system is the ability to limit
the number of matching subqueries in a compound query. Usu-
ally, a disjunction (OR) query makes its score as a sum of scores
of all its subqueries. If the number of processed sentences is large,
there will be a large number of sentences that fulfill most of the
subqueries for frequent words. By matching all the subqueries an
OR query effectively becomes an AND query, however that is not
very useful for example sentences. It decreases the total diversity
of search results making every result to be more or less the same.
To deal with it we implement a special type of compound query
that uses only top N scores of its subqueries.

For a word and its part of speech, the system generates a search
query that represents frequent patterns of word usage. For this
section the following notation is used:

e word denotes the target word

e (noun), (verb), (adj), (adv) denote any word that have the
indicated part of speech

e —denotes a dependency between two terms with right being
a parent and left being a child.

e Items in a list form a disjunction, or an “OR” query.

e EOS token means end of sentence. Dependency to it like
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word —EOS means that the word should be the last word in
a sentence.

Patterns for individual parts of speech are described below.
Each pattern contains an additional search term that decreases
the score of a sentence if it contains multiple inclusions of a tar-
get word.

Verbs

e (noun)-ga —word

e (noun)-wo —word

e (noun)-ni »word

e (adv) »word

e word —(noun)

e word -EOS
Patterns for verbs capture that the verb should have some argu-
ments, be the last one or in the middle of the sentence. The limit
on matching subqueries is 3. There is a slight bias on the sub-
query that has (noun)-wo argument, because object arguments
frequently mutate the senses of verbs and are especially impor-
tant for understanding the example sentences.

Nouns

o word-ga

e word-wo

e word-ni

e word-de

e word-ha *

e one of:

— (noun)-no —»word *

— (noun) —»word

— word-no —{noun) *

— word —(noun)

e word —({verb) OR (adj))

e ((verb) OR (adj)) —»word
The limit on subqueries is 3. The ha case marker gives less in-
formation about the relation of the word than other cases, so it is
given a slight penalty. Dependencies on the nouns with no case
marker are given a slightly higher weight because no could be
important for the meaning of nouns.

Adjectives

e (noun)-ga —word

e (noun)-ha —»word

e word —(verb)

e word —({noun)

e word -EOS
There is no limit on subqueries. Dependency of a target adjective
is given a slightly higher weight if it is a child of a noun, because
modifying nouns is a main role of an adjective. Dependency on
EOS is given a slightly lower weight.
Adverbs

e ((noun)-ga AND word) —(verb)

e ((noun)-ga AND word) —(adj)

e ((noun)-ga AND word) —(noun)
Adverbs usually modify verbs and interesting usages of them are
linked both with the subject of the sentence and the predicate.
Patterns try to capture this relationship.

3. Example sentence selection

After we have a relatively large list of example sentence candi-
dates, we select a few of them as example sentences. The outline
of the selection part is shown in Fig. 4. In this section we describe
the ideas behind the DPP and the way we compute individual fea-
tures.

3.1 Determinantal Point Process

In this section, we provide a very basic explanation of the DPP
inner workings. We invite interested readers to refer the original
paper [11] which gives a comprehensive overview of the DPP.

Suppose we have a ground set Y = {1...N} of N items (in our
case items are example sentence candidates from the search en-
gine). In this stage we want to select a subset ¥ C Y s.t. [Y]| = k.
In its basic form, the DPP defines the probability of drawing a
subset Y from a ground set as

Pr(Y) oc det(Ly) (1)

Here Ly denotes the restriction of matrix L to the elements of
Y, Ly = [L;ij] : i,j € Y. L generally can be any semi-positive
definite matrix, but for our task we compose it from two types
of features: a quality scalar ¢; and a similarity unit vector ¢;.
Elements of L become a cosine similarity between the similarity
features scaled by the quality features

Lij = qi¢! $;q;. )

The intuition behind the DPP is as follows: because the right part
of Eq. (1) contains determinant, when off-diagonal elements of

Example Intrinsic Vectors Simi[:\fity
Candidates Value  (Similarity Features) S 32:)2(4 \
1 FAFEZDDIFE 073 [eeee][evee|eces

2 EOTCVABFHERE 094

23 WEICEREE 0.95
24 SEICED WRHEFB 0.88

N BETEZES 0.85

| )
e

Selected

Fig. 4 Example sentence selection. The objective is to select “best” and non-similar example sentences
from the input list. The target word is marked red.
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Ly get larger (meaning the cosine similarity of similarity features
is large), then the determinant value, or in other words, the proba-
bility of drawing Y, gets lower. At the same time, the DPP prefers
elements with large values of quality features.

The DPP has a very interesting property. It is easy to compute
marginal probabilities of inclusion of a set A in all subsets of the
ground set V:

Lyacycy det(Ly)
2y:ycy det(Ly)

Ky is a restriction of K with the elements of the set A (similar to
Eq. (1)). K itself is called marginal kernel of the DPP and it can
be computed as K = L(L + )™, where I is an identity matrix.
Selecting diverse items

Because the elements of K can be used to compute the marginal

PLACY) = = det(Ky).

probability of selecting a subset of items from the ground set, it is
possible to use the marginal probabilities as a weight for a greedy
selection algorithm.

In the beginning we have an empty set A = 0. Then we re-
peatedly add an item i into the set A s.t. i = arg max; det(K4u;)
until the set A reaches the required size. Please note that this al-
gorithm does not find a MAP answer, that problem is shown to be
NP-complete.

Computational complexity

Dealing with L and K directly requires O(N?) floating-point
operations and O(N?) memory, which can be unwieldy for suffi-
ciently large N.

Fortunately, if L is formulated as Eq. (2), it is possible to work
around these requirements. Let B be a feature matrix with rows
Bi = qi¢i, so L =
we compute a D x D matrix C = BBT. Note that if we have an

BT B. Instead of computing N X N matrix L,

eigendecomposition L = Z | Anba0T, we can get the marginal

kernel K by rescaling eigenvalues of L:

N
e YL
- 0!
n=1’l"+1

Remember that non-zero eigenvalues of L and C are the same and

their eigenvectors are related as well. Namely, the eigendecom-
position of L is also

1 D
/lm _BTﬁn} 5
{ \//l_n n=1

where 0, are eigenvectors of C. Using this fact, we can compute
the elements of marginal kernel K directly from the eigendecom-
position of C and the feature matrix B:

(B[ 0,)(B] 0)

"‘Z L+ 1

Computation of a single element of K takes O(D?) floating-
point operations. For each step of the selection algorithm, we
need to compute N new elements of K and compute N deter-
minants of |A| X |A| size. In addition, we need to compute an
eigendecomposition of D. This leads to a total complexity of
O(D? + ND*k + Ni?) for selecting k items using the DPP, which
is linear of N.
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3.2 Similarity Features
We construct a similarity feature vector as a weighted stacking
of three individual feature parts

= fllwis™ 5 wos?™ 5 wysi™ ;5 1))

and a parameter » which makes all sentences similar to each other,
following the text summarization task in Ref. [11]. We set r = 0.7
in our experiments.

Three similarity feature parts are lexical, syntactic and seman-
tic similarity. Feature weights w; allow us to prioritize similar-
ity feature components. Lexical and syntactic similarity features
are created as count-based vectors and have a large dimension-
ality. The transformation f here is a compression into a 600-
dimensional vector using Gaussian random projections as recom-
mended by Ref. [11] to make the dimensionality of ¢;, D, small.
3.2.1 Similarity: Lexical

Lexical similarity features measure word overlap between two
sentences, syntactic features measure the structural (POS, gram-
mar, and dependency) similarity between two sentences and se-
mantic features measure the word sense similarity of two sen-
tences. Lexical similarity uses #f weighting inside example sen-
tence candidate batch when the inclusion of a content word is
given a weight of 1.0; non-content words are given a weight of
0.1.

3.2.2 Similarity: Syntactic

A syntactic similarity for two sentences should be higher if
they have similar syntactic structure near the target word, mean-
ing that it was used in a similar syntactic way. In other words, the
dependency structure, POS tags, and grammatical words should
be similar near the target word. For instance, let’s consider the
sentences: “He is a fast runner”, “She is a slow runner” and “John
isn’t a good runner”. These three sentences have small content
word overlap, but have the same syntactic structure.

The idea for the syntactic similarity method is based on an ef-
ficient calculation of graph similarity using graphlets. Graphlets
are parts of a graph, and it is shown by Ref. [15] that they can be
used for the fast approximate computation of graph similarity.

The main idea is to generate subtrees up to a certain size, by
growing them from the target word and use those subtrees as fea-
tures in the vector space. Overall, the syntactic similarity model
can be thought of as a bag-of-subtrees model. Dependency trees
in Japanese are built of bunsetsu — a unit that consists of a lemma
with attached functional morphemes. Subtrees are treated as un-
ordered because bunsetsu in Japanese can be moved on the same
dependency level.

In the first step, the parse tree is stripped from lexical infor-
mation for open parts of speech by replacing them with part of
speech tags. Function words are left as they were.

Secondly, a set of bunsetsu subtrees up to the size of 3 is gen-
erated from the stripped tree. The generation starts from the bun-
setsu containing the target word and continues until no new sub-
trees can be created.

Finally, the feature space is expanded by deriving new subtrees.
Bunsetsu can contain compound nouns like “ZEHE” (a right to
vote) or “fi & _1F %™ (to place on top of something) which are
analyzed to consist of two lexical units. Grammatically, they are
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not much different from single unit words. This step ensures that
sentences containing both several-unit and single-unit words are
still going to be structurally similar.

3.2.3 Similarity: Semantic

The semantic similarity score should be higher if the target
word is used in the same or a close sense. Other words in the
sentence should not directly change the measure.

It is possible to have embeddings (vector representations) for
words. These embeddings can be trained from raw text and have
interesting properties. For example, the word2vec method [12]
gives embeddings that have linguistic regularities. For example,
if d(king) is an embedding for the word “king”, then it is possi-
ble to compute relations between the words using the computed
vector representations, for example

d(queen) — d(woman) + d(man) =~ d(king).

Prototype Projections

Unfortunately, such methods usually have only a single vector
representation for a word, meaning it is impossible to distinguish
different senses of a word. Prototype projections [22] propses a
solution to this problem.

Consider a binary relation R(ay, a,) between two words, for ex-
ample, a relation between a predicate and object with the loss of
generality. If we fix a verb in the a; slot, then frequently occur-
ring words that can take place in the a, slot are going to form a
set of prototype words. Those prototype words somehow define
different senses of the target word. For example, a verb would be
“#}7 %7, then the set of prototype words would contain 7, &
G, K2, Iz, #. In Japanese % marks an object for a predicate,
and those words usually fill the % case slot in sentences with
IF % . If we have a parsed corpus, then the set of prototype words
{wy, ws, ..., w,} can easily be computed.

By using embeddings for the prototype words d(w;) it is pos-
sible to construct a prototype matrix C. A matrix is built by
simply stacking embedding vectors for the prototype words on
top of each other

C = [dw)), d(ws), -, d(wy)]".

A singular value decomposition (SVD) of matrix C = UZVT is
going to contain “the most important” directions of the proto-
type words in the right singular vectors V[.T corresponding to the
largest singular values %;. By dropping the singular vectors cor-
responding to the smallest singular values, it is possible to get a
prototype space. It is represented by a matrix Zo V(; . for k high-
est singular values. It is possible to create a projection matrix to
this subspace in the original space by creating a matrix

Pray = CoaVa ) Coa VL.

An embedding d(wy) of a word wy projected into a prototype sub-
space spanned by the word the slot a; over the relation R is going
to be denoted as

wols = Pra,d(wo).

By applying a prototype projection to both ends of the relation,
and combining them together by summing them, it is possible to

© 2022 Information Processing Society of Japan
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# b

get a vector representation for the whole relation instance
R R
d(R(ay, az)) = ail,, + azly,.

Instances of this relation with similar meaning will have a high
cosine similarity score. Usages in the different meanings will
have a low cosine similarity score. The Fig.5 displays a con-
struction of a vector representation for a phrase “iKE% % H#HT 57
It consists of a relation over % case and two prototype projec-
tions. The first uses the predicates of “£2%” over the % case as
prototype words and another uses the arguments of “#H7J % over
the same case.

Authors have shown that this method is very good for detecting
paraphrases like “run a company” versus “operate a company’’.
However, if it can detect semantic information even in distinct
words, it should be possible to use it for coarse unsupervised word
sense disambiguation as well.

Word embeddings for representations were trained from the
web corpus with 0.7B sentences. Lists of frequently used argu-
ments were computed from Japanese case frames [9] by simple
aggregation taking the top 200 arguments on each side.
Improving Similarity

Subspaces are creating by performing an SVD decomposition
on a matrix composed of stacked word vectors. Words in the ma-
trix are frequently occurring with the target over the relation. The
subspace is creating using parts of singular values X and right sin-
gular vectors V7 for the SVD. The original setting of creating a
prototype projection is to drop some percentage of right singular
vectors corresponding to lowest djg, = 0.2 (20%) part of all sin-
gular values. This means that & in the expression . V({ . 1s going
to be computed so it will include 1 — dg, percent of all singular
values.

Table 1 shows % case semantic similarity for the 2*/F % as
a predicate and words &S, 55, KK, B0, T — b and # as
arguments. The method seems to work for the definition of work-
ing that similarity for the closer meaning should be higher than
for distant ones. There seems to be a certain cluster for the words
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Table 2 Similarity of Prototype Projection O|;§HM + %I‘Hél:i, 1 : k,
dig, = 0.5.

I e @ﬁ bl
1.000  0.746 0415 -0.105 0.052 0260 0.534
0.746  1.000 0283 -0.348 -0.085 0.024  0.465
0415  0.283 1.000 0217 0452 0438 0481
a— b | -0.105 -0348 0217 1.000 0.539 0.306 -0.076
R 0.052 —0.085 0452 0539  1.000 0500 0.183
i 0.260  0.024 0438 0306 0.500 1.000  0.299
7 0.534 0465 0481 -0.076 0.183 0299  1.000

Table 3  Prototype Projection similarity of OI% 1:k, dg =0.5.

iy >
2T at =
HEFE 1.000 0473 0.070 -0470 -0.324 -0231 0.235
kK 0.813 0532 0.044 -0.550 —-0.408 -0352 0315

ot 0.070 -0.089 1.000 0.132  0.250  0.181  0.031
a— b | -0470 -0.466 0.132  1.000 0.729 0239 -0.397
AR -0.324 -0.367 0.250 0.729 1.000 0373 -0.317
2 -0.231 -0.261 0.181 0.239 0.373  1.000 -0.293
7 0235 0.184 0.031 -0.397 -0.317 -0.293  1.000

55, 2K, £43H and their relation for the application to humans.
Their similarity with other selected words is lower. On the other
hand, #7# has the highest similarity with §, but 7 is still higher
than other words.

For the task of phrase similarity, this model was good. How-
ever for the task of assigning a lower similarity for semantically
distinct senses and a higher similarity to semantically close words
it does not produce a similar result.

SVD is related to eigendecomposition, which means that top
vectors are, speaking informally, main components of every vec-
tor in the matrix. Assuming that the singular vector related to the
highest singular value holds the information of the “word itself”
and other vectors hold semantic information of its usage in dif-
ferent contexts, it would make sense to discard the top singular
vector as well. Table 2 shows the similarity of prototype projec-
tions for the same expression when the expression for computing
prototype subspace is Xk VlT:k, dropping a top singular vector and
bottom singular values related to djs, = 0.5 (50%) singular values.

Using prototype projections in this setting is more suitable
for detecting different senses, however, parts of projection them-
selves are interesting as well. Actually, in the setting of djg, =
0.2 projections 7*!J % into subspaces spanned by each word
T % |, yielded almost similar vectors, most having similarity
of > 0.9. Summing them to projection ol 3 » created a situation
that almost every similarity is high. For setting djs, = 0.5, 1 : £,
projection 2*1F % |, had lower similarities, however they were not
usable for similarity calculations. In contrast to that, projection

o

32 yielded much more “clean” matrix in sense that it clearly
separates semantically close senses. It is presented in Table 3.
Computing Semantic Representations

Prototype projection as a method allows computing a represen-
tation for a pair of words and a certain relation like predicate-wo-
argument. However, it is only a part of a sentence and there could
be different arguments modifying the meaning of the word. The
resulting semantic representation of a target word in a sentence
was combined from multiple single-relation elementary represen-
tations. If v{(#) is an elementary semantic vector representation
for a target word ¢ over a relation x, then a full representation v(f)
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is going to be a normalized sum of elementary representations
0s(0) = > w0,
i

where w; is a weight of an elementary representation. Parameters
of a prototype projection were 1 : k and djq, = 0.5. We compute
semantic vector representations differently for each of our four
target parts of speech.

Verbs

For verbs, the main information for creating semantic vectors
is the predicate-argument structure of a sentence. The verb is go-
ing to be a predicate and its arguments can be used to compute a
semantic vector. Data for collocations can be aggregated from the
case frames. The following list of cases was used for a summa-
tion: &, 25,12, &, 25, £ T, 184 and T. For all cases except
T, weigts w; were set to 1 and elementary representations were
computed as t| ot O,. For the T case, we use only the projection
of a target word tl with the weight w- = 0.5.

Adjectives

Adjectives are treated the same as verbs. Moreover, they usu-
ally use only 7° case and the meaning mostly depends on the
argument of 7% case slot.

Adverbs

Adverbs usually modify a verb and their meaning can depend
on the verb’s subject or object, especially if a verb is almost aux-
iliary like 3~ 4. Adverbs themselves frequently occupy {54 slot
of a parent verb as well. Because of this, if an adverb is a child
of a verb, representation-wise it can be treated as the verb itself,
albeit with the reduced number of cases used. Only 1££ii and 7%
cases are used for computing the semantic representation. The
adverb’s parent is used as a target.

If an adverb is a predicate by itself, the algorithm for verbs is
used without modifications.

Nouns

Nouns can create a relationship that changes meaning using a
dependency with another noun and a @ particle. For example, a
phrase “FAMD K. is certainly about a dog, but a phrase “Z%£2D K
can have a different meaning. Thus, this data should be used as
well. Original case frames operate only on a predicate-argument
structure, so this data was collected from a web corpus. Frequent
words over this relation were collected to make case frame-like
aggregated lists.

If a noun is a predicate of the sentence, then, as in the verb
case, predicate-argument analysis information is used in addition
to a relation over @ if it exists. Otherwise, in addition to a rela-
tion over @, a relation between a noun and its parent is used to
compute a semantic similarity vector.

Random Projections

Using counting approaches for creating word vectors results in
a high dimensionality. Usually, the dimensionality is equal to the
dictionary size. However such sizes are unwieldy for DPP dual
representation.

Random Projection is a family of methods that allow to de-
crease the number of dimensions of a data, while keeping some
of the original data properties.

Recall that DPP features can be represented as a matrix B.
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Fig. 6 Cosine similarity error of a random projection.

Rows of this matrix are vectors for each data item. Using lex-
ical and syntactic similarity features, which were described in
previous subsections, is going to produce vectors of a large di-
mensionality M, in hundreds of thousands. However, DPP works
efficiently if the number of feature dimensions is relatively low.

Gaussian Random Projection is defined by a matrix P of di-
mensionality M X D, with the elements of P independently drawn
from a normal distribution N(O, A'—,I), having a zero mean and
a variance of ﬁ A classical result on Random Projections [7]
shows that even if D o« log(M), with a high probability the dis-
tance between original points is approximately equal to the dis-
tance between the projected ones. The DPP paper explains the
applicability of those results to the DPP case in great detail.

For the example extraction, random projection is used to com-
press lexical, syntactic, and semantic parts of similarity vectors
into a single similarity vector. The size of that vector is chosen
experimentally to have D = 250. Figure 6 displays cosine simi-
larity errors of projected vectors compared to non-projected ones.
For vectors a and b, and a projection matrix P the cosine similar-
ity error is |a” b — (Pa)T Pb|.

For this experiment, 1,000 sentences were used. The origi-
nal dimensions of vectors were 100k, 400k and 300 for lexical,
syntactic, and semantic similarities respectively. The semantic
similarity vector is small and dense, and after a prototype projec-
tion, its effective dimension is smaller than 300. To ease further
operations, a concatenated vector of all similarity features was
projected into a smaller dimension. For the selected value D of
250, 90% of similarity errors are less than 0.1. Moreover, those
errors usually occur when vectors are nearly perpendicular, mean-
ing that their dot product is close to 0. This was not the case for
vectors close to each other. Still, when D becomes very small,
the approximation error becomes very large.

3.3 Quality Features

Quality features represent an intrinsic value of individual sen-
tences as examples of word usage. Our quality feature is defined
as a product of four components: semantic centrality (¢*), syn-
tactic centrality (¢;"), difficulty (¢¢) and goodness (g}).

ai = 454, 474}

3.3.1 Quality: Centrality

One of main goals of example sentences is to be representa-
tive. If the sentence is semantically representative, that means
the sentence uses the target word in a frequently used sense. If
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Table 4 Word difficulties based on word frequency rank.

Max Word Rank ~ Word Difficulty

500 0

1000 1

2000 2

5000 3

10000 4

20000 5

50000 6

Rest 7

the sentence is syntactically representative, that means the sen-
tence used the target word in a frequent grammatical pattern. For
example, a noun can be frequently used in a certain case with a
verb.

This parameter could be treated as a sort of “centrality” of in-
dividual usage inside a set of sentences. This centrality could be
calculated as a distance to the nearest centroid after an application
of a clustering procedure over a fixed similarity measure. For the
semantic centrality, the distance measure naturally could be cre-
ated from a semantic similarity measure. The idea is the same for
the syntactical centrality.

For the clustering K-Means++ algorithm was used because
it does not require a similarity matrix and is scalable to large
datasets. The number of clusters k was set to 30 for semantic
centrality. For syntactic centrality, the number of clusters was set
to 10 because syntactic diversity is usually lower than semantic
one.

3.3.2 Quality: Relative Difficulty

Example sentences should be understandable for learners.
Most of the time, the target word should not be “shrouded” by
other words. In order to do that, the difficulty of the sentence is
adapted as a quality feature. It is done in two steps. First, the dif-
ficulty of the sentence is estimated as a single number. Then the
difficulty is transformed to a quality coeflicient, a number from
0 to 1. This difficulty quality coefficient is multiplied by other
quality features.

A sentence difficulty consists of several factors: the grammat-
ical difficulty, lexical difficulty, presence of anaphora, and many
other factors. We, however, approximate lexical sentence diffi-
culty d; of the sentences from the word difficulties using the for-
mula

1
i
d, = {Z dil] :
wiEs
Here d,, is a word difficulty, and w; are all content words in a sen-
tence. The idea was to make a softmax-like function, that still ac-
cumulates difficulty if a sentence contains multiple not very hard
words.

A word difficulty is estimated using word frequencies in a cor-
pus and JLPT word lists. First, words are ranked by their fre-
quencies in the corpus. After that, words are assigned a difficulty
number based on their rank. Assignments are displayed in the
Table 4. After the first approximation of the difficulty, the ranked
list is merged with JLPT (Japanese Language Proficiency Test)
word lists. Some words that have relatively low frequency, how-
ever still are present in relatively low JLPT levels and should not
be treated as very difficult ones.
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Table 5 Frequency-based difficulty for words in JLPT lists. Bold entries
were moved to lexical difficulty corresponding to the JLPT level.

Difficulty
JLPT Level 0 1 2 3 4 5 6 7
N5 182 92 172 84 37 14 5 3
N4 116 68 266 126 50 20 5 1
N3 167 84 692 492 187 100 18 3
N2 49 30 218 388 413 460 207 19
N1 138 73 406 595 648 896 451 42
1.0 —

0.8

0.0
-2 0 2 4 6 8 10 12

Sentence Difficulty

Fig.7 Sentence difficulty to quality coefficient conversion.

Merging two estimates of word diffuclty is done by decreas-
ing the difficulty of words if JLPT difficulty was estimated higher
than frequency-based difficulty. JLPT level N5 was assigned dif-
ficulty 1 and JLPT level N1 to the difficulty 5. Frequency-based
difficulties for words are shown in the Table 5. Bold entries cor-
respond to words that were moved into position so they would
have the difficulty specified by JLPT lists.

Here are some examples of words that had frequency difficulty
5 or 6, but a much lower JLPT difficulty. For JLPT N5 (d,, = 1)
moved words like BE D) & A, fEK, YE3C or =75 which of-
ten occur in beginner level textbooks (with hiragana spelling),
but do not have a high frequency in the actual language. For N4
(d,, = 2), words like & 0 ¥y, %87+, 3l LA or 7Kik were moved.

After the computation of the sentence difficulty, the value is
transformed into a quality coefficient. It is transformed using a
sigmoid-like piecewise linear function g,(d;) that is shown on
the Fig.7. The idea is to have a slower initial quality decrease
when the sentences are not difficult and a rapid decrease when
the difficulty becomes larger. The default configuration of this
difficulty conversion function stops giving high qualities after the
sentence difficulty becomes more than 4, which is about JLPT N3
— intermediate Japanese proficiency level.

Frequency component of word difficulty is computed as d,fjreq =
\_logz(l +wy/ SOO)J. Words which should be known for JLPT N5

were given the difficulty @/-°T

JLPT
dw

= 1, words for N1 were assigned
= 5 respectively with other values in between. The final
word difficulty score is computed as d,, = min(dy4, d'-PT).

Sentence difficulty is then converted into the quality feature
component using a piecewise linear function q? = Tdds +
bias,), which is defined as 7" = [0,0.6,1,0.9,0.7,0.6,0.2,0] at
[-0,-1,0,3,5,6,8,]. The function is rather ad-hoc. It has a
maximum of 1 at 0 and decreases to the left and right. We wanted
to have positive and negative parts to decrease with the different
rates. A bias value bias, can shift the area of acceptable difficul-
ties for a learner. For example, a bias value of bias; = —3 would
make the quality to be near 1 for the sentences which have the
words with the difficulty at most for JLPT N3.

© 2022 Information Processing Society of Japan

It is possible to modify the difficulty function as ¢ = g4(dy +
bias;), where the bias term would make sentences easier or
harder, making it possible to select sentences for learners of other
proficiency levels.

3.3.3 Quality: Goodness

The final part of quality features performs soft filtering on the
sentences. Web corpus contains a large number of sentences that
are actually not full sentences, but only fragments. For exam-
ple, they could begin with a case marker like “I1ZF#ftH A>TZ
72\, Other sentences could not be suitable for example sen-
tences by simple cosmetic criteria. For example, sentences that
contain punctuation that hints that the sentence is unfinished are
usually not helpful as an example.

Each example sentence is rated by a series of rules and each
of the rules output a number from 0 to 1. The product of those
numbers is going to be the final “goodness” quality measure.

There are three main types of rules. The first type tries to filter
out sentences that will definitely not be good examples, like the
ones that begin or end with a case marker. It assigns a low score,
near 0.2 or 0.3 to such sentences making the probability of them
appear in results extremely low.

The second one ranks things that are completely normal in
small quantities, but are bad when numerous. For examples, lots
of punctuation in a sentence usually makes it a bad example. Mul-
tiple numbers and alphabetic characters can be a part number,
useless for an example sentence. However, a single number in a
sentence is perfectly fine.

The third type is something in between. For example, entries of
the JUMAN analyzer dictionary that automatically were acquired
from Wikipedia are not useful in example sentences.

4. Related Work

Several Spaced Repetition Systems are publically available.
Anki *®, open-source software which is probably the most pop-
ular SRS available; Mnemosyne *’, another open-source solution
that incorporates research on long-term human memory; and Su-
perMemo *¥, made by the developer of the original SuperMemo
algorithm, which is closed-source and not free. Anki has a plugin
that simplifies the process of creating flashcards for the Japanese
language. However, none of the above systems automatically pro-
vide example sentences. In addition, all of the systems provide
only static flashcards without tools to change the content for each
repetition. Showing a different example sentence on question
cards on each repetition should improve the efficiency of learn-
ing vocabulary.

Dictionaries often include example sentences in their articles
about words. However, these examples are often very short. J/§¥
5l (Kojien) has the following two examples for the second sense
of the word 2% 9 © “RRC% K5 9 and “% % k5 ) 7. They
are extremely short and are more like collocations than examples.
They do not provide any useful context such as the situations for
which this word can be used. Also, the first word in the first ex-
ample is relatively obscure.

0 http://ankists.net/
http://mnemosyne-proj.org/
http://www.supermemo.com/
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There exist dictionaries that consist mostly of example sen-
tences such as Progressive [20] and Wisdom [5]. Example sen-
tences in Progressive are usually full sentences while the exam-
ple sentences in Wisdom mostly have a fragment-like structure
containing only the information needed to understand the word
in context. Nevertheless, both of these dictionaries contain very
high-quality and useful example sentences. Both of these dic-
tionaries also contain English translations because they explain
word usage mostly using example sentences. Still, because the
sentences were manually assembled by human editors, their num-
ber is limited. Another point to consider is that dictionary content
is under copyright protection and cannot be easily used for auto-
mated flashcard generation.

There are also freely available example sentence databases.
The Tatoeba Project *” is a wiki-style database of example sen-
tences maintained by human volunteers. It consists of exam-
ple sentences for many languages. Thirteen languages have
more than 100,000 sentences registered and 39 have more than
10,000. Of note, as of January 22, 2016, there were approx-
imately 570,000 English sentences and 180,000 Japanese sen-
tences. The sentences are interrelated, facilitating translations
in different languages in a many-to-many fashion. Still, most of
these sentences focus on relatively easy words and many of the
sentences are very similar to each other.

Automated extraction of example sentences from a corpora has
also been proposed. GDEX [10] describes semi-automated exam-
ple extraction for the preparation of the electronic version of a
Macmillan English Dictionary. The authors select example sen-
tences for English learners and define a suitable example sentence
as:

e typical, showing frequent and dispersed patterns of usage,

e informative, helping to educate the definition,

e readable, meaning intelligible to learners, avoiding difficult
words, anaphora and other structures that make it difficult to
understand a sentence without access to a wider context.

The authors used sentence length, word frequency, information
about the presence of pronouns and some other heuristics to judge
the quality of sentences. Subsequently, the final example sen-
tences for the dictionary were manually selected by editors. The
authors reported problems with garbage and list-like construc-
tions in the raw data that are not useful for example sentences.
Still, their approach decreased the time required to construct the
dictionary.

There are numerous approaches that approach the problem of
selecting example sentences mostly as a word sense disambigua-
tion (WSD) problem [4], [8], [17]. Specifically, de Melo et al. [4]
proposed the use of parallel corpora to extract disambiguated sen-
tences from an aligned subtitle database. However, they only
examined Spanish-English language pairs and the total number
of sentences in their work was small (117,000 sentence pairs).
Aligned corpora usually are small or belong to a specific domain,
whereas example sentences should be from different domains and
cover rare words. One more important feature of that work is
a concern about diversity of example sentences. It is possible

to say, that de Melo work considers mostly lexical diversity and
centrality, and does not consider sentence difficulty. Sentence dif-
ficulty turns out to be a major factor in the evaluation by language
learners.

Shinnou and Sasaki[17] target the Japanese language. They
cluster initial sentences into a specified number of clusters. Then,
by showing a pair of central sentences to a human operator, they
decide whether the clusters should be merged. The authors only
consider nouns and measure the similarity between sentences
using word overlap and a thesaurus. Their approach is semi-
supervised and requires user interaction for system decisions.
Furthermore, it is not created for language learners.

Kathuria and Shirai [8] explore the use of disambiguated ex-
ample sentences in a reading assistant system for Japanese learn-
ers. They create a system that assists reading by showing disam-
biguated example sentences that have the same sense as the word
in the text. The senses are defined by the EDICT dictionary [1].
The authors perform WSD based on the similarity between sen-
tences where the similarity consists of a collocation and a sema-
syntactic part. The second aspect is based on dependency parse
information combined with Goi bunrui hyou [13] prefix matches.
Only an aligned corpus is used to extract the example sentences,
limiting the number of potential example sentences.

Sentence search tools are related the most to corpus manage-
ment and exploration tools. However, there are not many tools
that use structural information. Jakubicek et al. implements a syn-
tactic corpus search system [6]. This system focused on search-
ing using constituency instead of dependency syntactic structures.
Also, the system was not a search engine and query times on sen-
tence structure were in orders of tens of minutes which renders
working with huge corpora impossible.

For the Japanese language, dependencies are used in search as
well [18], [19]. TSUBAKI search system [18] uses dependency
trees for indexing and querying and it is distributed. However,
it is a document-level search system and does not allow doing
queries using POS information. A system proposed by Takeuchi
and Tsujii [19] uses dependency information, but it does not al-
low the use of grammatical and dependency information. It has
more focus on handling paraphrases. Recent versions of Chaki
(Z%%#) corpus management tool *'© support queries using depen-
dencies, lexical and part of speech information. Chaki, however,
can not handle corpora on the scale of hundred million sentences.

5. Evaluation

5.1 Goals of Evaluation

Evaluating the suitability of example sentences for learning a
foreign language is difficult. Evaluating the sentences one by one
does not determine the diversity of the extracted sentence list.

The automatic evaluation of example sentences is possible if
the problem is formulated such that the only criterion is that ex-
ample sentences should be present for every sense of a word.
However, this evaluation does not determine whether the example
sentences are actually useful for learners.

We perform an evaluation experiment with learners and a

9 http://tatoeba.org/eng/
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10" https://osdn.jp/projects/chaki/
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teacher with two distinct main goals:

(1) To assess the performance of the example extraction system
quantitatively;

(2) To validate the assumptions on the meaning of the “quality”
of example sentences.

The first goal is achieved by having participants vote on lists of
example sentences and select their preferred lists.

For the second goal, the evaluation was performed in the form
of an interview. Participants were asked why they have or have
not chosen specific lists of example sentences after the initial
preference selection.

5.2 Baselines

We used three methods in the evaluation: the proposed one and
two baselines. The proposed method is labeled DPP in the eval-
uation results.

The first baseline was a method by de Melo [4], explained in
the Section 4. However, because our setting uses only monolin-
gual corpora, only lexical centrality and diversity parts were used
from this method. As an additional point, the method did not use
raw sentences as input, it was using results of a search engine
instead. The method is referred to as DeMelo.

The second baseline was a simple uniform random sampling
without replacement. The input data, as in DeMelo, was a list of
example sentence candidates from a search system, not raw ex-
amples. Random sampling should have a high diversity in many
aspects, however, its results could not be consistent. This method
is referred to as Rand.

5.3 Data Preparation

For the experiment we have selected the following 14 words:

o verbs: .5, &, AL, UL, #iT5;

e adjectives: FH\, 15\, iy,

o adverbs: 24K, /NN [y X

e nouns: 5, U, J2.

Each word has more than one sense and diverse usage patterns.
Most of the words are relatively easy and should be familiar to
language learners.

For each of the words, we used the top 10k search results from
the search engine as example sentence candidates. Each of the
words had more than 10k containing sentences. After that, 12
sentences were extracted by each method from each list. That
yields a total of 14 x 12 X 3 sentences which were presented to
participants of the experiment.

5.4 Learner Evaluation: Protocol

The first part of the evaluation experiment used Japanese lan-
guage learners as participants. For each word, participants were
given three lists of example sentences produced by three methods.
The lists were placed side by side in a random order to force par-
ticipants to read sentence lists in a different order every time. Par-
ticipants were asked to select a list which was more useful from
their point of view for putting sentences on the flashcards. After a
participant would select a personally preferable list, anonymized
names for the methods were displayed and the participant was
asked to explain the reasons behind their choice.
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Before the experiment, participants were shown the experiment
guidelines, consisting of three main points:
e a brief introduction, explaining about flashcards and usage
of example sentences in flashcards;
e explanation of the experiment;
e data handling policy.
Experiment explanation itself was exactly the following text:
e You are going to see automatically-collected example sen-
tences.
e Sentences are going to be created for 14 words: 5 verbs, 3
adjectives, 3 adverbs, and 3 nouns.
e Sentences will be grouped into 3 lists.
e You should select a list which you would prefer to use for
creating flashcards for a word.
No explicit criteria for selecting the best list of example sentences
was given. Instead of that, participants were asked to explain the
selection in an interview-like manner to satisfy the second goal of
the experiment.

5.5 Learner Evaluation: Quantitive Evaluation

In total, evaluation and interviews were performed with 23
learners. The first stage of evaluation had 11 participants (1-11)
and the additional evaluation had 12 participants (12-23). The
evaluation took about 1.5 hours per learner on average. In the first
evaluation, there were two participants with relatively low levels.
They mostly preferred sentences extracted by DPP because sen-
tence difficulty was used as a quality feature. Participant #1 still
had problems with understanding sentences because of the low
Japanese proficiency, however, participant #9 could understand
most of them. Interview results for the evaluation by learners
are discussed in the following subsection. In the second evalu-
ation, we focused on learners with intermediate (N3-N2) levels,
for which we had insufficient coverage in the first evaluation.

Vote counts for users and aggregated counts are shown in Ta-
ble 6. DPP gets about half of all votes, which is a good result for
the proposed method. It also gets a majority for every participant
who had the experience of using flashcards or spaced repetition
systems. This gives hope that example sentences are going to be
useful inside the flashcards.

Table 7 shows 95% confidence intervals for learners’ votes
over the example sentence lists. Confidence intervals (CI) were
computed by bootstrap resampling: we resampled individual
learner votes from a categorical distribution using the collected
data as a vote distribution for a learner. Then we aggregated
the results in the same way as in the main experiment. We used
100,000 samples in the bootstrap resampling and show lower and
upper bounds as the computed percentage at 2.5 and 97.5 levels.

Based on the bootstrap resampling, N3 learners’ vote for DPP
is larger with a statistical significance than the majority of votes
(50%) with the lower CI bound of 64.3. Voting for all learners
and N2 learners is larger with a statistical significance than a ran-
dom choice (33%). On the other hand, the voting of N1 learners
for DPP is not larger with a statistical significance than a random
choice.
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Table 6 Learners’ votes on the best example lists. Bold numbers are the
majority for a person. FC means the participant has the experience
of using flashcards. The level is approximate JLPT-style Japanese
language proficiency from N5 (lowest) to N1 (highest). + and —
near a level means that the participant is higher or lower than the
specified level, and the specified level is the closest one.

# FC  Level Rand  DeMelo DPP
1 *  Nd+ 3 1 10
2 * N2+ 5 3 6
3 N2 4 6 4
4 N2 5 2 7
5 N1 7 4 3
6 #  N2- 3 4 7
7 NI- 8 0 6
8 NI- 4 7 3
9 #  N3- 0 1 13
10 *  NIl- 2 3 9
11 *#  NIl- 3 2 9
12 * N2 0 1 12
13 N2 4 5 5
14 * N2 3 6 5
15 N2 6 1 7
16 * N3 3 2 9
17 N1 3 6 5
18 N2 8 0 6
19 N1 7 3 4
20 * N2 2 2 10
21 N3 2 2 10
22 * N3 4 0 10
23 N2 0 2 12
Total 86 63 173
Percentage 26.7% 19.6%  53.7%

Table 7 Learner vote ratios for DPP and the corresponding 95% confidence
intervals, computed with bootstrap resampling.

Level Votes, % Lower Bound  Upper Bound
All 53.7 48.8 58.6
N3 75.0 64.3 85.7
N2 53.2 46.1 60.4
N1 39.8 30.6 49.0

5.6 Evaluation by a Native Teacher of Japanese

The second part experiment was performed by showing the
same example sentence lists to a native Japanese language
teacher. In addition to selecting the best list, a teacher was asked
to rank from 1 to 5 how appropriate the list was for students of
approximately N3 and N2 JLPT levels. Similar to the learners’
case, no explicit criteria were given. Unfortunately, because of
time limitations, only one teacher has participated in the second
part of the evaluation.

The reason that only teacher was asked to evaluate multiple
levels was because we assumed that the learners are not quali-
fied to answer this question. While they can answer whether the
sentences are suitable for themselves, learners do not have much
exposure to many other learners and can not correctly judge the
sentence suitability for different levels. Additionally, high-level
learners seem to underestimate the difficulty of the sentences for
the stundents of the lower levels.

For the initial selection, the teacher commented that the best
list was selected as if examples were for learners of N3 level. The
votes on the initial selection were 0, 4, 10 for Rand, DeMelo, and
DPP respectively. Average ranks for lists were 3.36, 3.79, 4.64
and 3.86, 4.21, 4.36 for N3 and N2 learner level respectively.

Results of the evaluation by the teacher also assign DPP system
is the best for N3 learners both by vote numbers and by average
rank. For N2 learners a score for DPP was lower, at the same
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Table 8 Sense coverage of the extracted example sentences. Gold is the
number of senses in the monolingual dictionary. Rand, DeMelo
and DPP is the number of senses in the extracted example sen-
tences.

Word Gold Rand DeMelo DPP
A 13 4 6
liga 6 4 3
5 12 4
A 75 11
5 48 10
HW
Hw
Fu
N
INT) N
o518
A

I

JE

w W

[N SRR

)
DR W= —WWWWno W

—_
AR OUWLW WU O W

_— N W N NN
DB W W NN W W

time the score for DeMelo has raised. The score for Rand was the
lowest.

Criteria for selection were the following. Non-target words in
a sentence should not be too difficult. A sentence should not de-
pend on the outer context like if it was inside the conversation
or about current affairs. The sentences should be short and the
usages of the target words should be common. These criteria are
strongly aligned with the quality features DPP uses for selecting
example sentences, which seems to be the reason for its high ap-
praisal by the teacher.

If examples would be selected for N2-like learners, a sentence
should include more different structures and usages. However, if
usages are too non-usual, in contrary they are more difficult to
use, albeit interesting. However, some high-level students had a
different point of view.

5.7 Evaluating Semantic Diversity

To check the semantic diversity we have performed word sense
disambiguation manually, with senses defined by Super Daijirin
Japanese Dictionary. Table 8 shows the number of senses in the
extracted sentences and the total number of senses in a word, as
defined by the dictionary. Generally, all methods have compara-
ble performance. However, DPP has significantly lower semantic
diversity with #3 %, and could not produce more than one sense
for &% and & o (XY . On the other hand, it has better semantic
diversity for 7\ and Y. To conclude, DPP keeps the diversity
comparable to other methods, while producing overall easier to
read sentences and cleaner sentences.

6. Discussion

All evaluations were performed in an interview manner. Partic-
ipants were asked to explain their choices about lists and criteria
they were using. We show frequently discussed positive and neg-
ative feedback in Table 9.

Generally, list diversity was regarded as one of the main cri-
teria for voting and this criterion was independently developed
by most of the learners. Semantic and lexical diversity was the
mainly referred part. However, grammatical diversity was named
as well. By grammatical diversity participants usually meant, for
example, usage of a verb in different grammatical forms. Other
themes that frequently came into the criteria for the selection were
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Table 9 Comparison of Qualitative Evaluation.

Methods
DPP DeMelo Rand

Positive Feedback

o Short

o Contain different usages

o Simple and easy to understand

o No useless words

o Possible to guess word meaning from context
o Look “good”

o Closer to daily life

o Contain different usages
o Contain different grammar

o Contain different usages
o Interesting usages
o Long and lots of context

Negative Feedback

o Sentences are short and bland
o Compound verbs (e.g. U 3AEr) seem not the
same as plain verbs (F.5%)
o Similar sentences
o Similar sentences
o Lack of punctuation

o Many sentence fragments

o Used difficult grammatical constructions
o Sentences look too informal

o More difficult to read fast

o Too much katakana-words

o Very long sentences

o Contain difficult words

o Have words that are not useful for examples
o More difficult to read fast

o Emoticons

sentence difficulty and how interesting were the sentences. Each
of the points is discussed in greater detail below.

6.1 Similarity and Diversity

Diversity was the main hypothesis behind this work and it was
validated by the answers of the participants. Most of them have
stated that the non-similarity of sentences in a list was one of the
main criteria for the selection.

All three used methods were specialized to produce non-
similar sentences. DeMelo explicitly tries to select sentences with
frequent words and penalize such words in the next selections.
Random selection is going to select different words with the high
probability if the ground set contained the diverse sense in ap-
proximately equal proportions.

For the DPP features were explicitly crafted to deal with se-
mantic and syntactic similarity in addition to lexical similarity.
Based on the results, there were cases where DPP was better in
terms of diversity and the cases where it was worse.

One example of good performance in this regard was the word
“JN”. In addition to the usual meaning of an egg in a sentence like
“ENIZIEL L DI E L 5B 1) 37, the DPP have also
displayed several sentences for the usage like “[< i D I 12 HIFF
4 F o TV %" with the meaning of “future profession”. Other
methods did not produce example sentences with this sense.

For the word “H” DPP also had produces a sentence with a
sense not covered by other methods, but had slight problems with
variety. Namely there were 6 sentences with the regular meaning
of the word as “head” like “# 2 (FBEDTHIZT-% 217 5. How-
ever, the other 6 had the meaning of beginning of a time period
like in the sentence “4-4FDJHIZHx - 725 E.C 9. For nouns,
most semantic similarity comes from the relation over @ particle
and the rest from the relation with the noun’s parent if there is
one.

The worst-rated DPP selection was for the word “H{% ™. It had
several almost same sentences, for example, “F 43D 47T8) |2 F{T:
Z I and “H 3 OITENIEH L% & %7, General sense diversity
was not good as well. There could be several reasons for this.

The first reason is that writings of J{% in example sentences
were different, as using kanji — “H{#1” in the first sentence against
hiragana-only “& % in the second sentence. Hiragana only writ-
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ing can have multiple ambiguous kanji writings — at least ({5,
D, WA, 55, D, b, %5). Atool could correctly dis-
ambiguate them and select the correct one — J{ %, but it could not
do it in this case and simply produced a list of all candidates. Re-
sults of predicate-argument structure analysis contained the non-
disambigulated mixture of different writings of & 4. In result,
the semantic representation vectors become non-similar for us-
ages of L% compared to & 5.

In the case of #}F % while there is a lack of sense diversity,
which is mostly defined by arguments in % case, DPP selects sen-
tences with differing arguments in other slots, e.g., £ A T\ 5 [k
V27 & 227 CTAFE L7z, (time case present with IR as argument)
and {772 - 72 575 % H1F T4, (no additional cases).

The second reason probably lies in model parameters. There is
no training data at the moment to tune model parameters to pro-
duce the best example sentences, the greedy selection algorithm
with DPP ranking requires tuning in terms of similarity features,
quality features, and making every item more or less similar. Ap-
plications of DPP described in the Kulesza et al. [11] used train-
ing of the quality features and tuning of similarity parameter r,
although in this application there was no training data to do so.

The last probable reason lies in the DPP method itself. It is
possible not only to select from it greedily, as we do in this work
but also to sample from DPP as a distribution, where more diverse
subsets are assigned a higher probability [11]. One of its useful
properties is that an expected size of a sample E[n] from a DPP
is

N 1
Eln] = —,
;/li+1

where A; are the eigenvalues of C or L matrices. Expected sam-
ple sizes are shown in the Table 10. Most of the expected sam-
ple sizes are very large, much larger than the 12 sentences that
were extracted. Large expected sample sizes could mean that one
needs to select a large number of items to get a good diverse sub-
set. It seems that similarity features are the reason for high ex-
pected sample sizes. Lexical features could give large variation
to the shape of vectors and form many distinct eigenvectors. We
believe that tuning parameters of similarity feature mixing may
help to resolve this problem as well.
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Table 10 Expected DPP sample sizes.

Word A& i £ Ws  #TFs FHw Hw
E[n] 5827  67.67 74.53 69.78 7524 7432 77.60
Word  #iw EN YA Y i Il T2
E[n] 6231 110.51 32.80 101.41 11028  77.59  113.40

As a side note, examples for (£ V) I31), which had the lowest
expected sample size, were good and it was a clear victory of the
DPP algorithm. The votes were 2, 1, 8 for Random, DeMelo, and
DPP respectively.

6.2 Difficulty

Sentence difficulty also one of the main criteria learners have
used for the list selection. The initial assumption for the creation
of the system is that example sentences should be easy to under-
stand and as short as possible. One reason for this is because
if example sentences are shown as a question on each flashcard,
a learner has to read many sentences and overly long sentences
create too much cognitive load.

Some learners agree with the initial vision on example sentence
difficulty: “an example sentence should not contain words harder
than its target”. However, there was another point of view as well.
If learners thought that the sentences were for the reference, like
those shown with the definition of a word in a dictionary, then
they selected the sentences which were readable, but not oo easy
compared to others. Examples by DPP were foo easy for those
learners. Mostly the people who did not have experience of using
flashcards selected sentences in this manner.

There was another small group of learners who wanted to see
really difficult sentences. Probably, the difficulty of example sen-
tences should be customizable and one-size-fits-all type of solu-
tion is not going to work.

One more “low hanging fruit” that was not done for the sen-
tence difficulty is using kanji for estimation. Learners of lower
levels from countries that do not use Kanji simply could not read
sentences containing kanji unknown to them. This point should
be included in the improved version of the difficulty estimation.
Hypotheses

Optimal for a learner relative difficulty of an example sentence
for a target word is a function having at least the following three
parameters:

e example usage mode,

e level of a learner,

e learner’s familiarity with a target word.
The difficulty of kanji, sentence non-target words, and grammar
are included in the function as well, still, we would like to discuss
the parameters mentioned in the bullet list in more detail.

Example usage mode is whether example sentences are used
for reference or a review. Reference usage occurs in a dictionary-
like setting where a list of example sentences is presented for a
learner to compare between word usage in different senses or sit-
uations. In this setting, a learner has other sentences to serve as
a sort of anchor to focus on a target word. Because of this, and
a need to provide a way to compare sentences from each other,
example sentences could have a higher difficulty when they make
up a reference list. In contrast to that, if an example sentence
is shown as a flashcard question, there is no such “anchor” to
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compare a single sentence to others. Review sentences should be
slightly easier to understand because they have fewer hints for a
learner in general.

The level of a learner is another major factor whether an ex-
ample sentence is going to be useful or not. Learners of higher
levels are going to understand more difficult sentences and easy
ones become boring to them. However beginners and intermedi-
ate level learners can find it difficult (and sometimes even impos-
sible without an additional explanation) to understand sentences
that advanced learners find interesting.

The last point is the learner’s familiarity with the example sen-
tence target word. It strongly relates to the difficulty of the non-
target word in a sentence. If a learner is not familiar with the tar-
get word, then the sentence itself should be easier. Other words
should serve mostly as an explanation for the target word’s mean-
ing. If a learner is generally familiar with the word, that context
given by an example sentence helps the learner to learn and re-
member the usage situations of the target. Sentences in this pe-
riod of familiarity could be a bit harder than the average. How-
ever when a learner is completely familiar with the target word,
then even usage situations can be inferred by a simple collocation.
Collocation is going to help with disambiguating word senses and
nothing else.

It seems that we should talk not about good example sentences
in general, but about good example sentences for a learner at
some point in a learning process. Static example lists are not go-
ing to solve this problem efficiently, but an educational tool like
SRS can. It has access not only to the learner’s general knowl-
edge level but to the learning process data for individual words
as well. Using it, example extraction system can provide the best
examples learner needs at that point of time.

6.3 Sentence Content
Another criterion that was used by learners for selecting sen-
tences was if the sentences were interesting. There were 3 main
types of such sentences:
e Sentence has a story.
“HEAS 5\ DI, s A T THRo 72 b T AR
BEGETHHoTHBEEL L) vs. “HE G o720
L7zbE IR LEEALLA?
e Sentence displaying a vivid image.
“IHY EOFHARAT LA A —1) > OF NFHAAT [HERIE
Frolz]”
e Sentence is funny or unusual for the participant.
“THR] L RFEEDMBAT D X RGP
At the beginning of the evaluation, there were cases where a

single interesting sentence gave a reason for a participant to se-
lect a list of sentences even if it contained sentences of generally
lower quality like complete fragments. After that case, partici-
pants were additionally instructed to try judge lists on a whole
and not focus only on a single sentence.
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Still, such content usually occur only in more or less lengthy
sentences containing many different words. DPP was heavily bi-
ased against such sentences.

At the same time, lengthy sentence content does not usually
interact with the target words directly. Thus such cases should be
treated specially.

At present, it is very hard to automatically judge if a sentence
is going to be funny, unusual or generally interesting for a learner.
However, it should be possible to automatically get sentences that
have some kind of story. A simple story is two events with a
cause-effect relationship. By exploiting information about events
and event relations developed by Shibata [16] it should be pos-
sible to collect sentences with frequent events. These story-like
sentences could be more helpful for remembering the connota-
tions of a word and its usage.

6.4 Problems with Tooling

Recall that example sentence candidates were pre-selected by
a search engine that tries to find good patterns of target word us-
age, while keeping a sentence length not very long. This kind of
selection has actually helped to sidestep most problems related
to errors in automatic syntactic analysis (because the sentences
were generally short) and predicate-argument structure analysis
(because the sentences were selected to have patterns useful for
that analysis). However, there were several classes of problems
with external tooling that have decreased the performance of the
example extraction system in general.

One of those problem classes was discussed in the Section 6.1.
Ambiguity in a canonical representation makes it difficult to com-
pute good semantic similarity vectors for such words. Most of the
other problems manifested in invalid search results providing bad
example sentences to the pre-selection lists.

These problems were mostly caused by the mistakes of mor-
phological analyzer. Sometimes, because of that a completely
different word could appear in search instead of a target. For ex-
ample a sentence FF-AHFZ T ) » HATR) #H R 2o was
found when searching for the word “% 7. It seems that a mor-
phological analyzer have segmented (% V) % | & Z Z) incorrectly
(instead of % V) % & | % %) and because of that &\ >*!"have “ap-
peared” in the sentence. Incorrect words in sentences because of
segmentation errors is a bad problem because such sentences do
not actually contain the target word and are completely useless as
examples.

Another problem related to analysis arises from character se-
quences that were unexpected for the analyzer like typos or di-
alects. For example, a sentence “Z AR Z &2 EH) &) F LY
is probably a dialect. The analyzer thinks that “& ) £ L 72" is a
verb L% and again an incorrect sentence appears in the search
result.

6.5 Support of Other Languages

An example extraction system is developed for Japanese, how-
ever underlying methods have very few Japanese-specific parts.
The system itself is unsupervised and has only a tokenizer, mor-

“I1 3 %z Z can be a phonetic change from #\* or #&\®
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phologic analyzer, and dependency parser as software dependen-
cies. All other data can be created from a raw corpus analyzed by
these three tools.

For example, English could be supported by using a depen-
dency parser that performs labeled dependency analysis like a
Stanford Core NLP parser [3]. Parsing a corpus will produce in-
formation sufficient to build a database of relations with proto-
types, needed to create semantic representation. Creating word
embeddings does not require even that information.

7. Conclusion

We proposed an automated example sentence extraction sys-
tem for language learning using automated tools like spaced rep-
etition systems. The propsed example extraction system focuses
on extracting diverse and good sentences and consists of a syntac-
tically aware distributed search system and determinantal point
process-based extraction part. We evaluated the system on the
Japanese language with learners of different levels and a native
teacher of Japanese as a second language. In both settings, the
participants preferred our approach to baselines. The proposed
method was especially preferred by intermediate (N3) learners,
followed by upper-intermediate (N2), with the results being sta-
tistically significant in both cases. Advanced level learners (N1)
found sentences produced by our method to be short and bland,
but still slightly preferred our method to other methods.
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