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Abstract: Causal feature selection algorithms can discover causal relationship; however, the redundant features are difficult to 

defined in the causal graph. To overcome redundancy analysis in this causal feature selection problem, this paper proposes mutual 

information and conditional independent testing for causal feature selection algorithm (MICI). According to the results, MICI can 

remove both irrelevant and redundant features while also discover the causality graph. The average accuracy of MICI slightly 

improves compared to original data and other feature selection methods. 
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1. Introduction     

  High-dimensional data suffers from curse of dimensionality 

and overfitting problems. Traditional classification methods have 

poor classification or recognition performance [1]. Normally, 

there are two methods to reduce the dimension: feature extraction 

and feature selection. Feature extraction transforms the original 

data into new dimensions through the data projection while the 

feature selection algorithm selects a subset of features by 

removing irrelevant features and redundant features to reduce the 

complexity and improve the classification accuracy of the 

classifier [2]. 

  Recently, the study of causality has become more active in the 

research fields. The research on causal discovery algorithm aims 

to reveal the causal relationship between feature and feature and 

between feature and class. Basically, the causality of the dataset 

can be discovered by using Bayesian networks (BNs). It uses 

directed acyclic graphs (DAG) and conditional probability 

distribution to reveal the causal graph which can be defined from 

the relation between DAG structure and condition 

independencies [3]. 

  This paper presents MICI algorithm that uses BNs to reveal the 

causal relationship in the graph and remove both irrelevant and 

redundant features by using mutual information and conditional 

independent testing, respectively. 

 

2. Proposed MICI algorithm 

  The proposed MICI algorithm consists of two parts: relevance 

analysis and redundancy analysis. MICI first uses the mutual 

information (MI) between features and classes to rank the feature 

and remove the irrelevant features that have the MI less than the 

threshold value. In relevancy analysis, the conditional 

independent testing (CI Testing) is used to identified and remove 

the redundant features. The schematic diagram of the proposed 

MICI algorithm is shown in figure 1. 
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Fig. 1 Diagram of the proposed MICI Algorithm 

 

2.1 Relevance analysis 

In this research, Mutual information (MI) is used to measure 

feature relevance [4]. The formula of MI is as follows: 

Given F, S and C represent the original feature set, selected 

feature subset and class, respectively. The set of classes C = {𝑐1, 

𝑐2, ... , 𝑐𝑚}. The uncertainty in C or the entropy 𝐻(𝐶) is shown 

in equation 1. 

𝐻(𝐶) = − ∑ 𝑃(𝑐𝑖)𝑙𝑜𝑔𝑃(𝑐𝑖)

𝑚

𝑖=1

                       (1) 

where 𝑃(𝑐𝑖), 𝑖 =  1, … , 𝑚, is the probability for the classes. 

Given a feature 𝐹  and class C, 𝐻(𝐶 | 𝐹)  is the average 

uncertainty in C as shown in equation 2.  

𝐻(𝐶 | 𝐹)  =  − ∑ 𝑃(𝑓) ∑ 𝑃(𝑐|𝑓)𝑙𝑜𝑔𝑃(𝑐|𝑓)

𝑐∈𝐶𝑓∈𝐹

       (2)

 

where P(f) represents the probability for individual features 

in F, and P(c|f) is the conditional probability for class c given 

feature f. 

The mutual information (MI) between feature and class is  

𝑀𝐼(𝐶; 𝐹) = 𝑀𝐼(𝐹; 𝐶) = 𝐻(𝐶) − 𝐻(𝐶 | 𝐹)          (3) 

  

. 
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2.2 Redundancy analysis 

Generally, it is difficult to define the redundant in the causal 

graph. In this research, we proposed the algorithm to define the 

redundant features by using the conditional independent testing 

as follows. 

 

  Proposed definition of redundant feature: Two features   

𝐹𝑖  𝑎𝑛𝑑  𝐹𝑗  are the features from class 𝐶.  

Given subset U, feature 𝐹𝑖   is a redundant feature with 

feature 𝐹𝑗 to the class C, if and only if  

𝑀𝐼(𝐹𝑗 , 𝐶|𝑈) = 𝑀𝐼(F𝑖 , 𝐶|𝑈)and 

𝐶𝐼(𝐹𝑖 , 𝐶|𝑈)or 𝐶𝐼(F𝑗 , 𝐶|𝑈) is not independent. 

 

  Conditional independent Testing (CI Testing): Let 𝐹𝑖 , 𝐹𝑗are 

the features of the dataset, U is the subset features. Given 𝑈, do 

a CI Testing between 𝐹𝑖  𝑎𝑛𝑑 𝐹𝑗. If 𝐹𝑖 ⊥ 𝐹𝑗 | 𝑈, it means under 

the condition of 𝑈 , 𝐹𝑖  and 𝐹𝑗  are independent. Therefore, 

under the proposed definition of redundant feature, given the 

value of 𝑈, there is no additional information about 𝐹𝑖, (or 𝐹𝑗,) 

by the value of 𝐹𝑗, (or 𝐹𝑖).  

 

3. Experiment 

  In this research, the proposed MICI algorithm is compared 

with non-causal and causal feature selection algorithms. The non-

causal algorithms used in the experiment are fast correlation-

based filter (FCBF) and ReliefF algorithms and compared with 

four causal feature selection algorithms: MMPC, IAMB, FBED, 

and MMMB algorithms. The average accuracy of 5 well-known 

classifiers with 10 datasets used in experiment collected from 

UCI machine learning repository and OpenML [5-6] are 

evaluated. The comparison of the complexity in terms of Big O 

notation will also be considered in the experiment. 

 

4. Results 

  The average percent of classification accuracy for each 

classifier and feature selection are shown in table 1. 

Table 1: The average accuracy from 10 datasets 

Algorithm kNN NB DT SVM MLP Average 

Original 77.38 73.28 79.63 77.40 84.42 78.42 

FCBF 77.69 75.55 75.30 77.75 83.17 77.89 

ReliefF 77.77 74.88 78.58 77.77 82.31 78.26 

MMPC 76.48 76.52 76.41 76.50 82.34 77.65 

IAMB 77.82 75.54 76.58 77.78 84.25 78.39 

FBED 76.14 75.47 74.62 76.18 84.03 77.29 

MMMB 77.69 74.93 73.60 77.68 80.65 76.91 

Proposed 

MICI 
79.85 77.88 77.05 79.82 83.05 79.53 

Average 77.60 75.51 76.47 77.61 83.03  

 

  Comparison between feature selection algorithms, the 

proposed MICI has slightly higher accuracy than using original 

features and other feature selection methods. The feature 

selection does not perform better than original feature when using 

DT and MLP. MLP provides the highest average classification 

accuracy compared with other classifiers. Figure 2 presents the 

example of causal graph from LUCAS dataset using proposed 

MICI algorithm. The output causal graph is compared with 

Ground truth graph of the dataset. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.2: (a) Ground truth graph of Lucas dataset; (b) Causal graph 

of Lucas dataset using proposed MICI algorithm. 
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