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1. Introduction 
   In recent years, various issues that threaten social 
sustainability have become apparent. Since there are 
various stakeholders in such issues, cross-
organizational collaboration is indispensable for 
solving them. Particularly, people who have issues in 
similar field have possibility of cooperation. Therefore, 
in order to discover pairs of subjects who have similar 
goals, we study a method for automatically estimating 
the correspondence with 17 SDGs goals (Fig. 1). 
 

 
Fig. 1. 17 Goals of SDGs 

 
   Up to now, a web application MissionForest has 
been developed in this research field. It structures the 
goals (missions) of activities that make the world 
better, such as citizens' activities and students' 
research, and converts them into open data [1]. Fig. 2 
shows an image of MissionForest. 
 

 
Fig. 2. MissionForest 

 
   So far, users still need to completely manually input 
data into MissionForest. It has no function that 
automatically associate with external goals or 
recommend similar goals. Therefore, we want to study 
a method to automatically associate the activity goals 
and their subtasks input in the MissionForest with the 
17 SDGs goals. In this way, we would like to develop 
a function that recommends activities to each other 
that may have possibility of cooperation. Specifically, 
as shown in Fig. 3, we think that activities associated 

with common SDGs goals may be able to cooperate 
with each other and develop the function so that the 
possibility of cooperation can be studied in the future. 
 

 
Fig. 3. Two missions that have possibility of cooperation 

 

2. Target Data 
   There are 221 missions (activity goals) in 
MissionForest. Missions are hierarchically subdivided 
and structured into subtasks. There are 2217 subtasks 
in MissionForest. There is an example in Fig. 4. 
Nodes 2 and 3 are subtasks (children nodes), 
meanwhile node 1 is a higher-level task (parent node) 
of nodes 2 and 3. When processing data, such a pair of 
nodes is called parent-child nodes. In addition, every 
node has a title and description. 
   In this time, pairs of parent-child nodes that have 
been input into MissionForest are used as first part of 
training data. 
  We also collect data by cloud sourcing. An order 
including activity goals in MissionForest is sent to 
cloud sourcing site and some data is collected as 
second part of training data. (Fig. 5) 
 

 
Fig. 4. Hierarchical structure of missions 

 

 
Fig. 5. A part of data by cloud sourcing 
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3. Proposed Method and Experimental 
Settings 

3.1. Proposed Method: Estimate Correspondence 
between parent and child using ALBERT 

   In this time, the algorithm of machine learning is 
ALBERT (A Lite BERT) [2]. ALBERT is a lite 
version of BERT (Bidirectional Encoder 
Representations from Transformers) [3]. It reduced 
parameters to make learning process faster and keep 
high accuracy meanwhile. 
   We relearn ALBERT with parent-child nodes that 
have no SDGs, and a small amount of data from cloud 
sourcing. The purpose is that using data that is not 
completely related to SDGs to study a method and use 
it to estimate the correspondence with SDGs goals. It 
means that, the hypothesis is: The ALBERT model 
trained by MissionForest data and a small amount of 
data that have correspondence between MissionForest 
nodes and SDGs, can estimate the correspondence 
between MissionForest nodes and SDGs goals. 
 
3.2. Dataset 
   The dataset is composed of two parts (Table 1). 
Firstly, all parent-child nodes are extracted from 
MissionForest to create a dataset. Nodes with 
ambiguous description, URLs, English sentences, and 
extremely short or long content, cannot be processed 
well, so those data will be deleted. And nodes’ title 
and description will be used meanwhile. Secondly, an 
order including 176 activity goals (samples) in 
MissionForest is sent to the cloud sourcing site. One 
sample asks two cloud sourcing workers to choose one 
or more SDGs to it. So, 352 samples are made up. 
These sample are be used as positive examples (Fig.6). 
Negative examples are manually complemented. This 
is the second part of dataset. 
 

 
Fig. 6. an image of positive data from cloud sourcing 

 
   One more test dataset including 151 positive 
examples and 149 negative examples is also prepared. 
These 300 data are exported from data of cloud 
sourcing. 

Table 1. Dataset 
Dataset composition Number of data 

Positive 
example 

Data of MissionForest 1802 

Data of cloud sourcing 151 

Negative 
example 

Data of MissionForest 1800 

Data of cloud sourcing 150 

 
3.3. Experimental Settings 
   We use a pre-learned ALBERT model using 

Japanese Wikipedia articles as training data. In 
addition, since SentencePiece was used for word 
division in the pre-learned model, we will not change 
it and still use SentencePiece for word division. 
   The epoch is 10 and 20. The batch size is 16 and 32, 
and learning rate is 2e-5, then 4 models are trained. 
The dataset is randomly divided to 60% training data, 
20% validation data and 20% test data (2341, 780 and 
782). 
 

4. Result and Discussion 
   The result is shown in Table 2. 
   There no significant change in accuracy only with 
parameters used this time. Compared with 20 epochs 
of learning, 10 epochs also can achieve similar 
accuracy. 

Table 2. Result 
Epoch Batch 

size 
accuracy Test dataset (300 data including 

correspondence between MissionForest 
and SDGs) 

10 16 0.7910 0.8500 

20 16 0.7769 0.8667 

10 32 0.7718 0.8500 

20 32 0.7731 0.8667 

   There are not only 150, but also over 2000 negative 
examples data of cloud sourcing. Because there is not 
enough positive example including correspondence 
between MissionForest nodes and SDGs, so we don’t 
input more negative examples into dataset. It will be 
cause data balance problem. 
 

5. Summary and Future Work 
   The experiment result showed that the accuracy of 
our method to estimate the correspondence between 
MissionForest goals and SDGs goals was over 0.85. 
   Due to the lack of positive examples, it is difficult to 
add a larger proportion of the data including 
correspondence between MissionForest and SDGs 
when making dataset. We are looking forward to 
finding a way to mix a larger proportion of data 
including correspondence to dataset. 
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