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1 Introduction  

 Wikidata, growing linked data which is full potential to 
provide reliable and powerful service, bases on the 
knowledge of Wikipedia. Although multiple projects 
required information on Wikidata, the property are not as 
sufficient as Wikipedia, even some property values on 
Wikidata are not right. Therefore, how to extract 
knowledge from Wikipedia automatically and add it to 
Wikidata is a worthy of attention. 

 In this paper, we study an effective method for 
extracting Wikidata property values. Specifically, we take 
the Wikipedia text as input 1, take the property question 
or property definition as input 2, and use the property 
value as the output answer. Using ALBERT for machine 
understanding, if there are answers in article, predict the 
starting and ending positions of the output, else predict 
[CLS] as output, and compare the two groups of predicted 
models.  

2 Experimental Evaluation  

 256 articles about sports were extracted from Wikipedia. 
According to the content of the articles, the ALBERT 
question and answer model was used to automatically 
extract 7 sets of property values. The seven groups of 
properties are “country of orgin”, “founded by”, 
“inception”, “number of participants”, “sport”, “start 
time”, and “uses”. Thence, there are 1792 pieces of data, 
of which 1433 pieces of data are used as the training data 
and 359 pieces of data are used as the test data. 

 
Figure 1: System of Q&A, D&A 

  
 

  
 
 As shown in the figure1, a total of two experiments 
were carried out. The first experiment was to input 
artificially set questions as input1 and articles on 
Wikipedia as input2 to obtain the value of property (Q&A) 
as answer. The second experiment was to use the 
definition of property on Wikidata as input1. Questions in 
this experiment, input the definition and article, and get 
the value of the property(D&A). The specific content of 
input1 is shown in Table 1.  

Table1: input1 of two experiments 

 
 Use the Transformers package to implement the 
AlbertForQuestionAnswering model, and when the 
learning rate is 2e-5 and the batch value is 8, the loss value 
is the smallest. Through two indicators EM, F1 to judge 
the Q&A and D&A as figure2. EM is a binary measure 
(true/false) of whether the system output exactly matches 
the ground truth answer exactly. This is a fairly strict 
metric. F1 is a less strict metric, and it is the harmonic 
mean of precision and recall.  

Table 2: EM, F1 of Q&A and D&A 

 

 Evaluation value is not ideal, but compared with the 
chance level obtained by completely random prediction, 
the two sets of systems learned by ALBERT have 
increased significantly. “no_ans” indicates that there is no 
predicted answer for the property in the text, and “ans” 
indicates that there is an answer for the property. 
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Table3: F1 of Q&A and D&A in each property 

 

 After that, a specific analysis was carried out on the 
prediction of each property. The table3 above shows the 
F1 obtained from the inspection data of each property.  

 It is particularly worth noting that in Table 2, whether 
there is a predicted answer in Wikipedia article has a huge 
impact on the predicted result. The predicted precision of 
“ans” is much smaller than the precision of “no_ans”, so 
the two sets of data are specifically analyzed. When a 
question has no answer, both the F1 and EM score are 1 if 
the model predicts no-answer, and 0 otherwise. Thence, 
use precision to analyze the data with or without answers 
for each property. 

 
Figure 2: precision with unanswered 

 
Figure 3: F1 with answered test data 

 Figure 2 shows the prediction accuracy of each property 
without answers, Figure 3 shows precision of each 
property with answers.  

3 Discussions  

 Through two groups of comparisons, some 
observations are shown as follows.  

(1) Compared with Q&A, using the definition on Wikidata 
as the input value of D&A indicators is better. And 
compared to artificially set problems, D&A can 
automatically extract property definitions from Wikidata, 
which is more applicable. D&A is not only used to infer 
properties related to sports, it can also be used directly to 
predict the value of other properties automatically.  

(2) For the same property, when there are multiple 
answers (for example, for the ”use” of a certain sports 
entity, the answer will be ”マレッ ト (mallet)”, ”ball”), 
we set multiple same input with different answers. 
Therefore, during verification, although the system 
predicts one of multiple answers, it will still be judged as 
an incorrect answer. Therefore, we will conduct a more in-
depth study on the automatic prediction method of 
multiple answers in future.  

(3) Precision with no answer in the Wikipedia article is 
much higher than precision with answer. Moreover, in 
Q&A, the error analysis of the data with answers found 
that more than 51% of the data that should have an answer 
were incorrectly inferred that there was no answer (In 
D&A, there are more than 29% of the data that have an 
answer but are incorrectly inferred to have no answer). 
This shows that the amount of data allocated for whether 
there is an answer in the training data is not balanced 
enough. 

4 Conclusion  
 In this paper, we put forward a consideration to use the 
definition of property (D&A) on Wikidata to infer the 
value of property from the article. In the next research 
work, we will adjust the proportion of whether there are 
answers in the training data, expand the training data, and 
increase the types of properties. In addition, we plan to 
use the semi-automatic additional data on Wikidata to 
extract relevant knowledge of social problem events. 
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