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Abstract: The unbalanced oil and vinegar signature scheme (UOV), which is one of the multivariate signa-
ture schemes, is expected to be secure against quantum attacks. In this paper, we propose a new fault attack
on UOV using, for the first time, faults caused on a central map. In the proposed attack, the linear map T
of the secret key is partially recovered using signatures generated from a faulty secret key. Furthermore, we
propose a new algebraic method for executing a known attack with a smaller complexity by using the partially
recovered information of T . For a parameter set UOV(16,60,39) satisfying 100-bit security, our simulation
shows that the proposed attack recovers the secret key with a smaller complexity than the claimed security
level with approximately 90% probability.
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1. Introduction

Currently used public key cryptosystems such as RSA

and ECC can be broken in polynomial time using a quan-

tum computer executing Shor’s algorithm [12]. Thus, there

has been growing interest in post-quantum cryptography

(PQC), which is secure against quantum computing attacks.

The amount of research conducted on PQC has thus been

accelerating, and the U.S. National Institute for Standards

and Technology (NIST) has initiated a PQC standardization

project [10].

Multivariate public key cryptography (MPKC), based on

the difficulty of solving a system of multivariate quadratic

polynomial equations over a finite field (the multivariate

quadratic (MQ) problem), is regarded as a strong candi-

date for PQC. The MQ problem is NP-complete [5] and is

thus likely to be secure in the post-quantum era.

The unbalanced oil and vinegar signature scheme

(UOV) [7], a multivariate signature scheme proposed by

Kipnis et al. at EUROCRYPT 1999, has withstood vari-

ous types of attacks during a period of approximately 20

years. UOV is a well-established signature scheme owing to

its short signature and short execution time. Rainbow [3],

a multilayer UOV variant, was selected as a third-round fi-

nalist in the NIST PQC project [11].

However, there have been few studies on physical attacks

against UOV or Rainbow. In [6], Hashimoto et al. proposed

two fault attacks on MPKCs. The first attack uses faults

that change the coefficients of unknown terms in the central

quadratic map. This attack works on MPKCs whose public

key P = S ◦ F ◦ T is composed of two linear maps S, T
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and a central map F , such as Rainbow. However, because

the secret key of UOV does not include a linear map S, this

attack does not work on this scheme. The other fault attack

in [6] is one in which the attacker fixes parameters chosen

at random during the signature generation step.

Furthermore, in [9], Mus et al. proposed a fault attack on

LUOV [2], a variant of UOV, using a subfield. This attack

utilizes the secret key in the binary field and thus does not

work on the plain UOV.

Our Contribution

In this study, we propose a new fault attack on UOV.

To the best of our knowledge, this is the first fault attack

on UOV that applies faults generated on the secret key. In

the proposed attack, we assume that the attacker randomly

changes the coefficient of the secret key F, T , and that the

fault is permanent. It should be noted that the attacker

cannot know the location of the fault.

The proposed attack first partially recovers the informa-

tion of T using faults caused on the central map F . For each

fault, by using some pairs of signatures and the difference

in messages generated by true and faulty keys, we recover

some row vectors of T . These manipulations are iterated

unless a new fault is caused on T . Subsequently, by using

partially recovered information, we reduce the given public

key system to a smaller UOV public key system. As a result,

the UOV attack can be executed on a reduced system with

a smaller complexity.

We simulate the proposed attack on two parameter sets,

UOV(16,60,39) and UOV(256,50,33) satisfying 100-bit se-

curity, and estimate the complexity of the UOV attack on

the resulting system. As a result, in UOV(16,60,39) and

UOV(256,50,33), the proposed attack is executed with a

Computer Security Symposium 2021 
26 - 29 October 2021

©  2021 Information Processing Society of Japan －841－



smaller complexity than the claimed security level with ap-

proximately 90% and 50% probability, respectively.

Organizations

In Section 2, we describe the construction of the multi-

variate signature schemes, UOV, and the UOV attack. In

Section 3, we detail the proposed attack and its complexity.

In Section 4, we show how the proposed attack reduces the

complexity of recovering the secret key on concrete param-

eter sets. Finally, we provide some concluding remarks in

Section 5.

2. Preliminaries

In this section, we first describe the MQ problem and

general signature schemes based on this problem. Subse-

quently, we review the construction of UOV [7]. There are

four currently known attacks on UOV: the direct attack,

UOV attack [8], reconciliation attack [4], and intersection

attack [1]. The direct attack obtains a signature for a given

message directly, whereas the other three attacks recover the

secret key. In the attack proposed in Section 3, the UOV

attack [8] is utilized to estimate the complexity of the pro-

posed attack. Thus, we briefly describe the UOV attack in

Subsection 2.3.

2.1 Multivariate Signature Schemes

Let Fq be a finite field with q elements, and let n and m

be two positive integers. For a system of quadratic polyno-

mials P = (p1(x1, . . . , xn), . . . , pm(x1, . . . , xn)) in n vari-

ables over Fq, the problem of obtaining a solution x ∈ Fn
q to

P (x) = 0 is called the MQ problem. Garey and Johnson [5]

proved that this problem is NP-complete if n ≈ m, and thus

it is considered to have the potential to resist quantum com-

puter attacks.

Next, we briefly describe the construction of the general

multivariate signature schemes. First, an easily invertible

quadratic map F = (f1, . . . , fm) : Fn
q → Fm

q , called a cen-

tral map, is generated. Next, two invertible linear maps

T : Fn
q → Fn

q and S : Fm
q → Fm

q are randomly chosen to

hide the structure of F . These two linear maps S and T can

be seen as two matrices in Fm×m
q and Fn×n

q . The public

key P is then provided as a polynomial map:

P = S ◦ F ◦ T : Fn
q → Fm

q . (1)

The secret key comprises S, F , and T . The signature is

generated as follows: Given a message m ∈ Fm
q to be

signed, compute m1 = S−1(m), and obtain a solution

m2 to the equation F (x) = m1. This gives the signature

s = T−1(m2) ∈ Fn
q for the message. Verification is applied

by confirming whether P (s) = m.

2.2 Unbalanced Oil and Vinegar Signature

Scheme

Let v be a positive integer and n = v +m. For variables

x = (x1, . . . , xn) over Fq, we call x1, . . . , xv vinegar vari-

ables and xv+1, . . . , xn oil variables. In the UOV scheme, a

central map F = (f1, . . . , fm) : Fn
q → Fm

q is designed such

that each fk (k = 1, . . . ,m) is a quadratic polynomial of the

form

fk(x1, . . . , xn) =
v∑

i=1

n∑
j=i

α
(k)
i,j xixj (2)

where α
(k)
i,j ∈ Fq. A linear map T : Fn

q → Fn
q is randomly

chosen. Next, the public key map P : Fn
q → Fm

q is computed

using P = F ◦ T . The linear map S in equation (1) is not

required because it does not help hide the structure of F in

UOV. Thus, the secret key is composed of F and T .

Next, we describe the inversion of the central map F .

Given y ∈ Fm
q as a message, random values a1, . . . , av in

Fq are chosen as the values of the vinegar variables. We

can then efficiently obtain a solution (av+1, . . . , an) for the

equation F (a1, . . . , av, xv+1, . . . , xn) = y because this is a

linear system of m equations in m oil variables. If there is

no solution to this equation, we choose new random values

a′1, . . . , a
′
v, and repeat the procedure. Eventually, we obtain

the solution x = (a1, . . . , av, av+1, . . . , an) to F (x) = y.

In this manner, we execute the signing process described in

Subsection 2.1.

2.3 UOV Attack

The UOV attack [8] obtains a linear map T ′ : Fn
q → Fn

q

such that every component of F ′ = P ◦ T ′−1
has the form

of equation (2). Such a T ′ is called an equivalent key. The

UOV attack obtains the subspace T−1(O) of Fn
q , where O

is the oil subspace defined as

O :=
{
(0, . . . , 0, α1, . . . , αm)⊤

∣∣∣ αi ∈ Fq

}
.

This subspace T−1(O) can induce an equivalent key. To

obtain T−1(O), the UOV attack chooses two invertible ma-

trices Wi,Wj from the set of linear combinations of the rep-

resentation matrices of p1, . . . , pm. It then probabilistically

recovers a part of the subspace T−1(O) by computing the

invariant subspace of W−1
i Wj . The complexity of the UOV

attack is estimated to be

O
(
qv−m−1 ·m4

)
.

3. New Fault Attack on UOV

In this section, we propose a new fault attack on UOV

that utilizes faults caused on the central map. The pro-

posed attack mainly consists of three steps: First, some

rows of the secret key T are recovered using faults. Sec-

ond, T is transformed. Third, the UOV attack is executed

on the transformed system with a smaller complexity. For

the proposed attack, we assume that the attacker causes

a permanent fault, thereby changing the coefficients of the

secret key F and T .

3.1 Recovery of Information of Secret Key T

In this subsection, we describe a method for partially re-

covering the secret key T by utilizing a fault caused on the

central map F . During the proposed attack, we assume that
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the attacker randomly changes the coefficient of secret key

F, T , and the fault is permanent. Note that the attacker

cannot know the location of the fault.

Now, we consider the case in which the first fault is caused

on F and changes the coefficient α
(k)
i,j (1 ≤ i ≤ j ≤ n, 1 ≤

k ≤ m) in equation (2) into ᾱ
(k)
i,j (α

(k)
i,j ̸= ᾱ

(k)
i,j ). Then, the

faulty central map is denoted by F ′.

First, we generate n(n+1)/2 pairs of a signature and the

difference between the two messages from the faulty and

true keys. These pairs are generated through the following

three steps: First, a message mℓ ∈ Fm
q is randomly chosen.

Second, a faulty signature sℓ ∈ Fn
q for the message mℓ is

obtained using the signing oracle of the faulty secret key.

Third, we find the difference between δℓ of P (sℓ) and mℓ.

These steps are described as follows:

( 1 ) mℓ ∈ Fm
q

( 2 ) sℓ = T−1 ◦ F ′−1
(mℓ)

( 3 ) δℓ = P (sℓ)−mℓ,

These manipulations are iterated n(n+ 1)/2 times.

We then hold the following:

δℓ = (F ◦ T − F ′ ◦ T )(sℓ)

= (F − F ′) ◦ T (sℓ)

=
(
0, . . . , 0,

(
α
(k)
i,j − ᾱ

(k)
i,j

)
· T (i)(sℓ) · T (j)(sℓ), 0, . . . , 0

)
,

where T (i)(·) and T (j)(·) denote the i-th and j-th elements

of T (·), respectively. This shows that when T (i)(sℓ) ̸= 0 and

T (j)(sℓ) ̸= 0, δℓ has the only nonzero element as the k-th

element. Let δℓ = (δ
(ℓ)
1 , . . . , δ

(ℓ)
m )⊤, sℓ = (s

(ℓ)
1 , . . . , s

(ℓ)
n )⊤,

and Ti,j be the i, j-element of T . We then hold

δ
(ℓ)
k =

(
α
(k)
i,j − ᾱ

(k)
i,j

)
·

(∑
p

ti,ps
(ℓ)
p

)
·

(∑
r

tj,rs
(ℓ)
r

)

=
(
α
(k)
i,j − ᾱ

(k)
i,j

)∑
p≤r

s(ℓ)p s(ℓ)r


(ti,ptj,r + tj,pti,r)

(p ̸= r)

ti,ptj,p

(p = r)

.

Now, we introduce new n(n + 1)/2 variables

{yp,r}1≤p≤r≤n, where every component yp,r corre-

sponds to (sipsjr + sjpsir) in the case of p ̸= r, and sipsjp

in the case of p = r. We then generate a linear system of

n(n+1)/2 equations in n(n+1)/2 variables {yp,r}1≤p≤r≤n

as follows:∑
p≤r

s(ℓ)p s(ℓ)r yp,r = δ
(ℓ)
k

(
1 ≤ ℓ ≤ n(n+ 1)

2

)
. (3)

By solving this linear system, the values of y1,1, . . . , yn,n are

determined uniquely with a high probability. If the linear

system has some solutions, we then add a new pair of faulty

signatures and the difference between the two messages until

reaching the solution is uniquely determined.

Subsequently, from the values obtained for

{yp,r}1≤p≤r≤n, we generate two vectors (a1, . . . , an)

and (b1, . . . , bn) satisfying{
aibj + ajbi = yi,j (i < j)

aibi = yi,i
, (4)

Algorithm 1 Recovering row vectors of T

1: Trow = ϕ

2: a = 0

3: while |Trow| < n do

4: cause a new fault

5: a← a+ 1

6: for ℓ = 1, . . . , n(n+ 1)/2 do

7: mℓ ← Fm
q

8: sℓ ← S−1 ◦ F ′−1(mℓ)

9: δℓ ← P (sℓ)−mℓ −
∑

a′

(∑
p≤r s

(ℓ)
p s

(ℓ)
r y

(a′)
p,r

)
eka′

10: end for

11: if only one element (k-th one) of δℓ is nonzero then

12: ka ← k

13: else

14: break while

15: end if

16: y
(a)
p,r ← Solve equations (3) for yp,r

17: Find (a1, . . . , an), (b1, . . . , bn) satisfying equation (4)

18: if (a1, . . . , an) is independent from each element of Trow

then

19: Trow ← Trow ∪ (a1, . . . , an)

20: end if

21: if (b1, . . . , bn) is independent from each elements of Trow

then

22: Trow ← Trow ∪ (b1, . . . , bn)

23: end if

24: end while

as in the definition of {yp,r}1≤p≤r≤n. This can be easily

executed by solving some small systems. These two vec-

tors correspond to constant multiples of two row vectors of

T , such as (c1ti,1, . . . , c1ti,n) and (c2tj,1, . . . , c2tj,n), where

c1 · c2 = α
(k)
i,j − ᾱ

(k)
i,j .

After executing manipulations for the first fault described

above, we cause another fault and recover two row vectors

of T by using a similar method if the new fault is also

caused on F . The main difference from the first fault is

that δ(ℓ) may have several nonzero elements. However, by

subtracting
(∑

p≤r s
(ℓ)
p s

(ℓ)
r yp,r

)
ek from δ(ℓ) for every set

of {yp,r}1≤p≤r≤n (ek denotes the k-th unit vector), it be-

comes a vector with one nonzero element, as in the above

case. Note that if a recovered row vector of T is dependent

on one of the row vectors already recovered, then this means

that the same vector is recovered in a duplicate manner.

These manipulations are iterated until a new fault

is caused by T , which can be easily confirmed be-

cause δ(ℓ) has many nonzero elements after subtracting(∑
p≤r s

(ℓ)
p s

(ℓ)
r yp,r

)
ek. Algorithm 1 describes this step al-

gorithmically.

3.2 Reduction to Smaller UOV

In this subsection, we describe how to reduce the public

key system into a smaller UOV public key by using constant

multiples of row vectors of T obtained in Subsection 3.1. The

first part of this manipulation is mainly originated from [6].

Herein, we assume that the i1, . . . , iα-th row vectors of T
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α

α

Fig. 1 An example of T · T1 · · ·Tα (the white part is zero.)

are recovered, as described in Subsection 3.1 (although the

attacker does not know which vectors of T are obtained).

First, we choose one row vector (a1, . . . , an) obtained in

Subsection 3.1 and take the matrix T1 transforming the row

vector of T corresponding (a1, . . . , an). We then choose one

nonzero element ak1
from (a1, . . . , an) and take T1 such that

the k1-th row vector is(
− a1
ak1

, . . . ,−ak1−1

ak1

, 1,−ak1+1

ak1

, . . . ,− an
ak1

)
,

and the other k′-th row vectors are e⊤k′ . For example, in the

case in which k1 = 1, T1 has the following form:
1 −a2

a1
· · · −an

a1

0
... In−1

0

 .

Then, by multiplying T1 to T from the right side, the ele-

ments of the row vector corresponding to (a1, . . . , an) be-

come zero except for the k1-th element.

We iterate such processes for all α row vectors obtained

in Subsection 3.1. For the i-th row vector (b1, . . . , bn) of the

α row vectors, we first compute

(b′1, . . . , b
′
n) = (b1, . . . , bn) · T1 · · ·Ti−1.

We then choose one nonzero element b′ki
such that ki /∈

{k1, . . . , ki−1} and take a matrix Ti such that the diagonal

elements are 1 and (Ti)ki,j (j /∈ {k1, . . . , ki}) is −b′j/b
′
ki
.

By executing these steps, we obtain α matrices

T1, . . . , Tα. For example, when (i1, . . . , iα) = (1, . . . , α)

and (k1, . . . , kα) = (1, . . . , α), T · T1 · · ·Tα has the form

shown in Figure 1.

Subsequently, we describe a method for reducing the pub-

lic key to a smaller UOV system by using T1, . . . , Tα. Here,

[n] (n ∈ N) denotes a set {1, . . . , n}, and for an a×b matrix

A, I ⊆ [a], and J ⊆ [b], A[I, J ] denotes the submatrix of A

given by the row indices in I and the column indices in J .

We also let T ′ = T · T1 · · ·Tα.

We substitute 0 for xk1
, . . . , xkα

of the transformed pub-

lic key P ◦ (T1 · · ·Tα) = F ◦ T ′. If we denote the resulting

public key system in the remaining n − α variables by P̄ ,

then P̄ is constructed by composing F and a linear map

represented by T ′[[n], J ], where J = [n] \ {k1, . . . , kα}.
As shown in Figure 1, the i1, . . . , iα-th row vectors of

Algorithm 2 Reduction to smaller UOV

1: T ′ ← In

2: K ← ϕ

3: for i = 1, . . . , |Trow| do
4: (a1, . . . , an)← Trow[i] · T ′

5: k ← {k′ | ak′ ̸= 0, k′ /∈ K}
6: T ′′ ← In

7: (T ′′)k,j ← −aj/ak (j /∈ K)

8: T ′ ← T ′ · T ′′

9: K ← K ∪ k

10: end for

11: Substitue 0 to {xk | k ∈ K} of P ◦ T ′

T ′[[n], J ] are zero vectors, and thus the i1, . . . , iα-th ele-

ments of T ′[[n], J ](x̄1, . . . , x̄n−α) are always zero. There-

fore, if let F̄ be a quadratic map obtained by substituting 0

into xi1 , . . . , xiα , then

P̄ (xj1 , . . . , xjn−α) = F̄ ◦ T ′[[n], J ](x̄1, . . . , x̄n−α).

From the form of equation (2), F̄ can be seen as the central

map of UOV in n − α variables. Therefore, we can regard

P̄ as the public key system of UOV in n− α variables.

Algorithm 2 describes the detail of this step.

3.3 Complexity

In this subsection, we describe the complexity of re-

covering the remaining part of T . We assume that the

i1, . . . , iα-th row vectors are recovered in Subsection 3.1,

and 1 ≤ i1 < · · · < iv′ ≤ v < iv′+1 < · · · < iv′+m′ ≤ n

(v′ +m′ = α).

In the resulting small system, every key recovery attack

on UOV can be executed with a smaller complexity. How-

ever, it should be noted that we cannot obtain the number

of vinegar and oil variables in the resulting system. Be-

cause this fact does not affect the complexity of the UOV

attack [8], we chose the UOV attack to estimate the com-

plexity of our fault attack. As described in Subsection 2.3,

the complexity of UOV attack on the plain UOV is esti-

mated to be O
(
qv−m−1 ·m4

)
. Therefore, the complexity

of the UOV attack on P̄ is estimated as

O
(
q(v−m)−(v′−m′)−1 ·m′4

)
. (5)

If faults are caused randomly in the proposed attack, then

v′ is larger than m′ with a high probability due to the form

of equation (2). Hence, the proposed attack reduces the

complexity of the UOV attack with a high probability.

In the proposed attack, the processes described in Subsec-

tions 3.1 and 3.2 can be explicitly executed in polynomial

time. Therefore, in many cases, the complexity of equa-

tion (5) is dominant.

Remark 1 In this remark, we consider executing the

proposed attack on the secret key T that is limited to a

specific compact form.

In UOV, the secret linear map T can be restricted to a spe-

cial form:
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Table 1 The probability that the proposed attack reduces the complexity of recovering
the secret key to each bit range

parameter
bit complexity

∼ 40 40 ∼ 60 60 ∼ 80 80 ∼ 100 100 ∼

UOV(16, 60, 39) 24.6% 18.7% 22.6% 22.8% 11.3%

UOV(256, 50, 33) 19.6% 10.9% 9.0% 15.6% 44.9%

T =

(
Iv×v T ′

0m×v Im×m

)
, (6)

where T ′ is a v ×m matrix. This limitation does not change

the distribution of the public key map.

We suppose executing the proposed attack on UOV with

a restricted T . For each row vector recovered in Subsec-

tion 3.1, we can identify which row vectors of T in the form

of (6) the recovered vector corresponds to. If the recovered

row vectors include some rows in the last m rows (they are

unit vectors), they are dismissed because they are already

obtained.

We assume that v′ row vectors in the first v rows of T are

recovered. Then, by using the processes described in Sub-

section 3.2, the UOV attack can be executed with

O
(
q(v−v′)−m−1 ·m4

)
,

and this complexity is smaller than that of the proposed

attack on UOV with a plain T .

Furthermore, in this case, it is clear that the reconciliation

attack [4] can be executed more effectively. If v − v′ < m,

then solving a quadratic system of m equations in v − v′

variables is dominant in the reconciliation attack, and this

is more effective than the existing attacks on UOV.

4. Theoretical Analysis

In this subsection, we theoretically analyze the complex-

ity of our proposed attack on two parameter sets of UOV

satisfying a 100-bit security. Two parameter sets (q, v,m) =

(16, 60, 39) and (q, v,m) = (256, 50, 33) are chosen such that

the complexities of the direct attack, UOV attack [8], rec-

onciliation attack [4], and intersection attack [1] exceed 100

bits. The complexity of the proposed attack is estimated

using equation (5).

Table 1 shows the probability that the proposed attack re-

duces the complexity of recovering the secret key to each bit

range. For example, for UOV(16, 60, 39), the complexity of

the UOV attack applied during the proposed attack is lower

than 40 bits with a 24.6% probability. These percentages

are derived from 1000 simulations of the proposed attack.

As a result, the proposed attack executes the UOV attack

on the resulting system with a smaller complexity than the

claimed security level with approximately 90% probability

on UOV(16, 60, 39) and approximately 55% possibility on

UOV(256, 50, 33). The proposed attack is less effective on

UOV(256, 50, 33) because the complexity of the plain UOV

attack on UOV(256, 50, 33) is much larger than 100 bits.

5. Conclusion

In this paper, we propose a new fault attack on UOV,

which is a multivariate signature scheme. This is the first

fault attack on UOV that uses faults created on the secret

key.

During the proposed attack, some row vectors of the lin-

ear map T of the secret key are recovered using faults gen-

erated on the central map F . Furthermore, we propose a

new algebraic method for reducing a given public key to

a smaller UOV system by using the partially recovered in-

formation of T . This reduction enables us to reduce the

complexity of the UOV attack. As a result, for a parameter

set UOV(16,60,39) satisfying 100-bit security, our simula-

tion shows that the proposed attack recovers the secret key

with a smaller complexity than the claimed security level

with approximately 90% probability.

A naive countermeasure against the proposed attack is

to check whether the secret key is faulty, and if so, to not

generate the signature, as described in [6].

It should be noted that the proposed attack is also valid

for Rainbow, a variant of UOV. However, we consider that

the fault attack proposed in [6] is more effective than our

proposed attack on Rainbow. Therefore, our future study

will be to propose a more efficient fault attack on Rainbow.
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