
Electronic Preprint for Journal of Information Processing Vol.29

Regular Paper

Privacy Risk of Document Data
and a Countermeasure Framework

TomoakiMimoto1,a) Masayuki Hashimoto1,b) Shinsaku Kiyomoto2

Koji Kitamura3 AtsukoMiyaji4,5

Received: March 8, 2021, Accepted: September 9, 2021

Abstract: A huge number of documents such as news articles, public reports, and personal essays have been released
on websites and social media. Once documents containing privacy-sensitive information are published, the risk of pri-
vacy breaches increases, thus requiring very careful review of documents prior to publication. In many cases, human
experts redact or sanitize documents before publishing them; however, this approach can be inefficient with regard to
cost and accuracy. Furthermore, such measures do not guarantee that critical privacy risks are eliminated from the doc-
uments. In this paper, we present a generalized adversary model and apply it to document data. This work devises an
attack algorithm for documents using a web search engine, and then proposes a privacy-preserving framework against
the attacks. We evaluate the privacy risks for actual accident reports from schools and court documents. In experiments
using these reports, we show that human-sanitized documents still contain privacy risks and that our proposed approach
can contribute to risk reduction.
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1. Introduction

1.1 Background
Personal data are essential for building an efficient and sus-

tainable society, but they must be carefully handled according to
the sensitivity of the data. In contrast to security, a key chal-
lenge of preserving privacy in personal data is that an attacker
could be mistaken for a particular “authorized user.” Therefore,
it is important to maintain a balance between privacy and util-
ity in each use case, and anonymization techniques for achiev-
ing an optimized balance have been studied extensively. Several
anonymization methods have been optimized for specific types of
personal data such as medical records. Governments, public of-
fices, and enterprises exchange or publish huge numbers of doc-
uments containing personal data. Citizens have a right to request
governmental information. Moreover, in several healthcare orga-
nizations, medical data are utilized for epidemiological research
and disease prevention. These responsible organizations require
appropriate protection measures to be defined due to the confi-
dentiality and sensitivity of these information. These protective
measures are generally performed by humans, and no systematic
rules have been developed for automatic analysis. Furthermore,
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the impact on privacy through the release of such documents is
not uncommon, and some risk to privacy still persists even af-
ter the documents have been sanitized. To solve these problems,
analysis methods of privacy risks and sanitizing algorithms for
documents need to be incorporated in the publication of doc-
uments that contain privacy-sensitive information. Researchers
have proposed several privacy models in order to analyze privacy
risks, and they have also developed anonymization algorithms to
reduce potential privacy risks [2], [3], [4], [5], [6], [7], [8]. How-
ever, almost all of them are intended for structured data, such as
datasets in relational databases, and few studies have focused on
unstructured data (e.g., document data).

There are many privacy-preserving techniques for structured
data. K-anonymization [2], [9] is a well-known technique for in-
put privacy. K-anonymity is ensured by the fact that in each pub-
lished record, every combination of values of quasi-identifiers is
matched to at least k respondents. Furthermore, k-anonymization
has been used as a technique for transforming a dataset into
its anonymized dataset satisfying k-anonymity [10], [11]. Many
types of extended privacy metrics have also been proposed [4],
[5]. Differential privacy [3], [12] is another state-of-the-art pri-
vacy model, and it is based on the statistical distance between
two datasets differing by at most one record. Differential privacy
does not need to define the attacker’s knowledge, and the privacy
risk is mathematically proven in a certain attack model that sends
queries to the dataset. However, document data are unstructured
and contain risk words, where the risk depends on the contexts of
the document data. Consequently, a new approach to preserving
privacy is needed to reduce the risk posed by publishing docu-
ment data.
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1.2 Contribution
In this paper, we focus on privacy risk analysis for document

data. An attacker has a target record (or a dataset), a processed
dataset, an attack algorithm, and a risk evaluation subroutine.
This paper is the modified version of Ref. [1], and we modified
the algorithm and performed additional evaluations. Specifically,
we introduce a preprocessing part and adjust the algorithm to im-
prove the processing speed. The aim of an attacker in this paper
is to re-identify a person relevant to documents. If a person is
re-identified, an attacker can link the person to additional infor-
mation in the document and it causes a serious breach of privacy.

Our proposal provides the following contributions:
• We define an actual adversary model for document data and

propose a realistic web-based attack algorithm. The pro-
posed model is an extension of the general adversary model
described in Section 3. In comparison with other mod-
els [13], [14], the aim of an attacker in this model is to find
words that are missed by sanitizers and to re-identify a per-
son related to a document. Our proposal does not need to
define or designate sensitive words as opposed to previous
works, and it also does not need to evaluate relationships
among sensitive words and words in documents. Hence, we
can handle any type of document without considering the
length of articles.

• The proposed privacy-preserving algorithm operates as a
web-based attack algorithm. The attack algorithm searches
for words with a high volume of information and searches ar-
ticles related to the document on the internet by using those
words as keywords. If the articles contain additional infor-
mation, the privacy-preserving algorithm sanitizes the key-
words. This algorithm is able to find words that pose the risk
of re-identification by combining other words, thus reducing
the privacy risk.

• We apply the attack algorithm to two actual Japanese doc-
ument datasets, which were previously sanitized manually,
and we verify that the algorithm works effectively in both
cases. The results of the experiments show that manual sani-
tization is not sufficient, and the proposed algorithm reduces
re-identification risks by sanitizing risk words that have risks
of re-identification.

1.3 Organization
The rest of the paper is organized as follows. First, we intro-

duce related works in Section 2 and clarify issues of document
sanitization. Then, Section 3 presents a generalized adversary
model. In Section 4, we structure document data to apply the
adversary model; then, we present a document sanitization algo-
rithm called DocumentSanitization. Section 5 describes the
document data and explains the idea of an actual privacy evalu-
ation. Section 6 presents empirical results obtained by the algo-
rithm for actual documents. The paper is concluded in the last
section.

2. Related Work

There are many types of data that contain privacy informa-
tion, such as location data, medical data, and purchase history

data. Such document data as judicial records and medical records
also contain privacy information. Previous works [13], [14], [15]
attempted to evaluate risk or sanitize document data. In one
study [14], documents were defined as being composed of enti-
ties and terms, and each entity was set based on related terms.
In the case of a compendium of diseases, for instance, each dis-
ease is an entity, and the items pertaining to its context, including
its symptoms and the drugs used to treat the disease are terms.
In this proposal, the entities to be protected are determined be-
forehand. Under this assumption, the authors propose the idea of
K-safety, which is similar to k-anonymity, as well as an algorithm
to achieve K-safety. The anonymization algorithm sanitizes the
terms so that more than K entities are inferred from the terms.
In another work [15], a sanitization tool was proposed, and this
tool had certain functions: understanding the contents of a sen-
tence by leveraging linguistic content analysis and understanding
the sensitivity of the content in general by using inference detec-
tion algorithms. Through their interviews and feedback, the au-
thors claimed that sanitization is an alternative approach in which
a document is revised to hide sensitive content while retaining as
much cohesion and utility as possible. In a further work [13], sen-
sitive words, such as AIDS, were defined beforehand, and words
that have high relevance to the sensitive words were sanitized.
In contrast to other approaches [16], [17], the authors proposed
a method to automatize the detection of terms that may disclose
sensitive data to secure their protection. These previous works
checked pre-defined sensitive words in a document as well as
words that have high relevance to the sensitive words, and their
experimental results show that the algorithms try to emulate man-
ual sanitization, although their accuracy is less than that by man-
ual sanitization.

Moreover, combinations of general words, which seem to have
no relationship at first glance, sometimes cause privacy leakage.
Therefore, manual sanitization may miss privacy risk on a doc-
ument. For example, the two general terms “football lesson”
and “flood” may lead to re-identification of a victim in an ac-
cident. An accident during a football lesson or an accident by
flood can sometimes occur in isolation. However, an accident by
flood during a football lesson is very rare, and when sanitization
is conducted manually, the words “football lesson” and “flood”
can be missed because these words are so common. Therefore,
algorithms that imitate manual sanitization may be insufficient
from the viewpoint of de-identification. In our experiments, we
actually confirmed that a person in such a situation could be re-
identified using those methods. Furthermore, in cases where the
sanitizer can only access partially sanitized documents, the previ-
ous algorithms may not work effectively, because it is impossible
to evaluate pointwise mutual information (PMI).

3. Generalized Adversary Model

In this paper, we first generalize an adversary model for re-
identification. Let an original dataset be D, an anonymized
dataset, namely, the target dataset for evaluation, be A(D) = d =

{d1, . . . , dn}, and di = {Ai, g(Ri)}. Here, Ri is the set of infor-
mation containing re-identification risk ri j, which are abused by
an attaker and should be protected, and g(·) is an anonymization
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function. Ai is the other information. We consider an attack sim-
ulator A∗ and an ideal dataset D∗. Here, D∗ may be the original
dataset A−1(d) = D or other datasets including the information
of D, namely, D∗ ⊇ D. An attacker who has di wants to know
additional information R∗i ⊇ Ri.

Definition 1 Generalized Adversary: Let a target dataset for
risk evaluation be d = {d1, . . . , dn}, an attack simulator beA∗, and
an ideal dataset be D∗. An attacker has d, A∗, and D∗ is called a
“generalized adversary.”

The goal of the generalized adversary is to identify a partici-
pant of di or to learn additional information of the person from
di by comparing d with D∗. Here, the identifiers of record i such
as the user name and user ID, are included in Ri. In other words,
the goal of the generalized adversary is to compare an output of
A∗(di,D∗) with Ri and obtain additional information of di.

Definition 2 Generalized Privacy Metrics: Let a target
dataset for risk evaluation be d, an attack simulator be A∗, and
an ideal dataset be D∗. We define the privacy risk of a record
di ∈ d against a generalized adversary as

E(A∗(di,D
∗),Ri), (1)

where E(·) is an evaluation function.
We can easily expand this definition for the risk of target

dataset d. For instance, the privacy risk of a dataset d against
a generalized adversary can be expressed as

max
i

(E(A∗(di,D
∗),Ri)). (2)

The generalized privacy metrics include major privacy metrics.
In the case of k-anonymity, for example, D∗ = D, Ri = QIi,
which is the set of quasi-identifier, and d = A(D), where A(·) is
a k-anonymization algorithm. A∗(di,D∗) links di to d∗j ∈ D∗ and
outputs a suspicious record set, while E(·) outputs the number of
given datasets. WhenA(·) works well, the privacy of each record
is more than k, namely maxi(E(A∗(di,D∗),Ri)) ≥ k, and it is the
same estimated value as k-anonymity. Many privacy metrics have
been proposed, and some of them use a target record (or dataset),
another dataset, an anonymization algorithm, and an evaluation
function; accordingly, they can be expressed as the generalized
privacy model.

4. Framework for Document Sanitization

4.1 Overview of Document Sanitization
In this section, we provide a framework for document sanitiza-

tion. The framework is assumed to be employed when a user, who
is the reporter or who has the sanitization authority, checks the
document privacy (hereinafter, the users are called “sanitizers”).
There are some anonymization techniques such as generalization
and data deletion, and we call the anonymization techniques “san-
itization” collectively. This framework consists of three parts:
preprocessing, simulated attack, and sanitization. We assume a
real attack model for document data based on the generalized ad-
versary model and propose a privacy preserving algorithm against
this attack. We apply a real attack situation to the generalized ad-
versary model and also define the preconditions.

First, the preprocessing part provides data structuring. Doc-
uments are not structured, and thus it is difficult to handle them.

Therefore, we divide documents d into word sets w. Furthermore,
this part calculates the amount of information of each word for the
next part. Preprocessing also classifies input dataset subsidiarily.
A simulated attacker accesses the internet and searches for docu-
ments related to a target document. Hence, the risk for the attack
depends on the degree of interest of a target document. For exam-
ple, big disasters are featured in the news, and documents related
to catastrophes can be easily found on the internet compared with
minor accidents. Preprocessing tags the target dataset, and the
attack part utilizes this information. If a sanitizer is a data holder,
namely, the sanitizer is not a sanitization proxy, and has an addi-
tional dataset D∗∗, the dataset is available as optional input. The
attack part provides a simulated attack on a target document di

and makes a list of searched documents related to the target. A
simulated attacker searches the internet using words with a large
volume of information and outputs a document list Listi, which
can be found on the web. The sanitization part first evaluates the
documents in Listi. If there are documents including the name of
a person, we consider the keywords used for the web search have
a risk of re-identification. In this paper, we refer to the words
that have risks of re-identification including identifiers as “risk
words”. Finally, sanitization sanitizes the keywords and outputs
a sanitized document d′i .

Algorithm 1 DocumentSanitization(d, (D∗∗)): Document
sanitization framework.
Input: A target document dataset d = A(D) (and a document dataset

D∗∗ ⊇ D.)
Output: A sanitized document dataset d′
1: (w, I(w), Label)← Preprocessing(d, (D∗∗))
2: List ← Attack(w, I(w), Label)
3: d′ ← Sanitization(d, List)
4: return d′

4.2 Adversary Model for Document Data
We consider a real attack model for document data based on

the generalized adversary model and propose a privacy preserv-
ing algorithm against the attack. This framework is assumed to be
used when a sanitizer, who is the reporter or who has sanitization
authority, checks the document privacy. A sanitizer is assumed
to have target documents A(D) = d = {d1, . . . , dn}. d is a set of
documents di, and di = {Ai, g(Ri)}. Here, g(·) is a generalization
function and Ri is a set of information containing re-identification
risk that may include such information as the name of the person
associated with document di. This assumption is that the sanitizer
is not a data owner, namely, that the sanitizer is commissioned to
sanitize a dataset, and thus the sanitizer does not have D. In this
paper, for simplicity, we regard a sanitizer as having only d, but
the sanitizer may use another dataset D∗∗ ⊇ D to calculate the
amount of information on words and to tag documents. Further-
more, if the sanitizer is the data owner, the sanitizer can evaluate
and sanitize D. On the other hand, an attacker is assumed to have
a sanitized dataset d and access to D∗. D∗ is an ideal dataset and
includes a part of Ri. In this paper, D∗ is a document dataset
on the web, and a simulated attack A∗ is used for linking di to
d∗ ∈ D∗ and obtaining Ri from d∗. This attack is valid when a
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target document di is related to events that can be known pub-
licly, and we focus on documents related to accidents that occur
at schools and court documents. It is easy for human beings to
judge whether a word in d∗ is ri, so, the evaluation function can
be very simple. If the attack succeeds, namely, an article about
di exists on the web and includes additional information such as
the name of the victim, E(A∗(di,D∗),Ri) = 1, and 0 otherwise.
However, the evaluation should be mechanical and exclude hu-
man factors. When a sanitizer has D, a simulated attacker knows
that Ri ∈ Di and E(A∗(di,D∗),Ri) can be evaluated. However, a
sanitizer may not have D because some data owners commission
an outside agency to evaluate the risk of sanitized datasets. There-
fore, we need to consider a more flexible evaluation function with
caution. The evaluation function is discussed in Section 5.

4.3 Preprocessing Part
Documents are not structured, and some processing is thus

needed to handle them. In the preprocessing part, a morpho-
logical analysis is applied in the first step, and we define doc-
uments as a set of words following the practice of previous re-
search [13], [14]. More precisely, we define a document i in-
cluding m words as di = w

i =
{
wi

1, . . . , w
i
m

}
(denoted as wi

j =

w j for simplicity). Some words have risk of re-identification,
and without loss of generality, we denote Ai = {w1, . . . , wl},
Ri = {wl+1, . . . , wm}. The preprocessing algorithm, then, runs
CalculationI to calculate the amount of information of each word
I(w) =

{
I(w1

1), . . . , I(wn
m)
}
. CalculationI requires word set wi =

{w1, . . . , wm} and d and calculates the volume of information of
each word w j ∈ di. The volume of information of w j is defined as

I(w j) = − log P(w j) + ε(w j). (3)

Algorithm 2 Preprocessing(d, (D∗∗)): Preprocessing for doc-
ument sanitization.
Input: A target document dataset d = A(D) (and a document dataset

D∗∗ ⊇ D.)
Output: A word set w, information content I(w), and Label for each

document.
1: for i < n do
2: wi ← MorphologicalAnalysis(di)
3: I(wi)← CalculationI(wi, d)
4: Labeli ← Labeling(di, d)
5: end for
6: return w, I(w), Label

Here, P(w j) is the appearance probability of w j, and ε(w j) is
a moderator variable. In general, P(w j) is calculated as P(w j) =
#di(w j)
#D∗∗ , where #D∗∗ is the number of words in D∗∗ and #di(w j) is

the number of w j ∈ di. However, when wi does not appear in D∗∗,
P(w j) = − log 0 = ∞ and the moderator variable ε(w j) does not
work even if ε(w j) is very large. Therefore, we define P(w j) as

P(w j) =

⎧⎪⎪⎨⎪⎪⎩

#di(w j)
#D∗∗ (w j ∈ D∗∗)
#di(w j)

#D∗∗+#di
(w j � D∗∗),

(4)

where #di is the number of words in di and ε(w j) is the parame-
ter for selecting appropriate words. Tuning is generally required
based on data in natural language processing (NLP), and it is ex-
pressed as ε(w j) in this paper. More precisely, we give weight

to parts of speech. Since prepositions, conjunctions, and adjec-
tives are rarely used in a web search, we give weight to nouns
and verbs. Furthermore, we give a negative weight to nouns and
verbs with a similar meaning to words. For example, we con-
sider a document and find that − log P(w j) of w j = “first” and
w j = “second” are high. They may be regarded as candidates
of risk words when I(w j) = − log P(w j), but they have similar
meanings. Hence, I(w j) of one of them decreases by adjusting
ε(w j) and is excluded from the candidates. For the other words,
we adjust ε(w j) so as to find words that have different vectors.
Furthermore, the preprocessing part applies a classification pro-
tocol and tags to each document di. The classification is optional
but has benefits in terms of computation cost and accuracy. A
simulated attacker in the framework accesses documents on the
website and compares them with a target document, so the de-
gree of interest of the target document is relative to the privacy
risk. This attack is made repeatedly, and this is the bottleneck.
The preprocessing part classifies documents from the standpoint
of interest, and documents with a high interest label are attacked
intensively for efficiency. These tasks require d, and the accuracy
is expected to improve by using D∗∗ ⊇ D. In this paper, we focus
on reports of accidents at a school and court documents. When a
target document is sensational, such as a murder, a greater weight
assigned to the document.

4.4 Attack Part

Algorithm 3 Attack(w, I(w), Label): Web-search attack algo-
rithm.
Input: A word set w with the volume of information I(w), and Label
Output: A searched document set List
1: for i < n do
2: KWi ← SetKeywords(wi, I(wi), Labeli)
3: Listi ← WebSearchAttack(KWi)
4: List = List ∪ Listi
5: end for
6: return List

The attack part follows the preprocessing part. The attack
algorithm in this part inputs a word set w =

{
w1, . . . , wn

}
and

additional information I(w) = {I(w1), . . . , I(wn)}. wi is a word
set of document di, and I(wi) = {I(w1), . . . , I(wl), I(g(wl+1)), . . . ,
I(g(wm))} represents the amount of information of words. The
attack algorithm, Attack, inputs a word set w =

{
w1, . . . , wn

}

with the volume of information I(w) and Label. Here, Label =

{Label1, . . . , Labeln} is the tag set of documents, and when the
preprocessing algorithm does not run the classification protocol,
Labeli = φ. Moreover, some parameters are actually required,
but we omit them here for simplicity. The attack algorithm calls
SetKeywords and WebSearchAttack. SetKeywords requires wi,
I(wi), and Labeli and outputs a set of words that have a large vol-
ume of information KWi. Subsequently, the attack algorithm calls
WebSearchAttack. WebSearchAttack searches for documents re-
lated to di using kw ∈ KWi and returns Listi =

⋃
(Listi(kw), kw).

Listi(kw) is the set of documents found using kw as keywords.
Note that we have to limit the number of documents to search for
and the number of kw sets. Regarding the document search, the

c© 2021 Information Processing Society of Japan



Electronic Preprint for Journal of Information Processing Vol.29

number of documents has little effect on the run time and the eval-
uation result. We fix #List(·) = 10, which represents the number
of web pages that are displayed in a web browser at one time.
Moreover, kw generates the 2|KWi | − 1 combinations, and the run
time of the algorithm strongly depends on |KWi|. This must be a
parameter of the algorithm, and in this paper, we set |KWi| = 3.
After that, we only need to check whether ri j ∈ Ri is included in
the Listi to confirm that the attack has succeeded. If ri j ∈ Ri is
included in Listi, document i is at risk and an attacker may obtain
additional information about di.

In this paper, we focus on documents about accidents that oc-
curred at a school. One document includes the exact date and
time of the accident, the place, gender, grade, and the name of the
student victim, his/her medical history, the compensation value of
the accident, etc., in addition to a report on the accident situation.
The details of the dataset are stated in Section 5. The name of
the victim in each accident was deleted from the documents we
received. Accidents at a school are often included in news doc-
uments, and the name of the student is often included in a news
document. Therefore, we assume that D∗ represents news articles
on the web, and we define the attack as searching for documents
containing the name of the victim on the internet. The metadata,
which is information incidental to a document such as medical
history, has utility value, but if the name of a student relevant to
the document is revealed, the metadata and the student are linked,
and consequently, the impact of privacy violation is serious.

Algorithm 4 Sanitization(d, List): Privacy-preserving algo-
rithm for documents using an attack simulator.
Input: A target document dataset d and a document set List.
Output: A sanitized document dataset d′.
1: for i < n do
2: if RiskEvaluation(di, Listi) == 1 then
3: RiskWordsi = RiskWordsi ∪ kw
4: end if
5: List ← List − List(kw)
6: end for
7: d′i ← Reconstruct(di,RiskWordsi)
8: return d′ =

⋃
d′i

4.5 Privacy-preserving Algorithm Based on an Attack Algo-
rithm

Finally, we construct an algorithm to sanitize risk words by us-
ing the Attack algorithm. The sanitization algorithm requires
a target document dataset d and List. Listi ∈ List includes
keywords kw and documents found on the web. In the saniti-
zation algorithm, RiskEvaluation and Reconstruct are executed.
RiskEvaluation compares di with the documents included in Listi
and then extracts risk words. Reconstruct removes or general-
izes the words in di and the sanitized document d′i is output.
Subsequently, the privacy risk of each document is calculated by
RiskEvaluation, the function of which is to evaluate the privacy
risk of kw. When a document dsearch ∈ Listi(kw) includes words
ri j ∈ Ri, kw violates the privacy of di and RiskEvaluation returns
1. The kw is input in RiskWordsi, and finally this algorithm runs
Reconstruct and outputs a sanitized document d′i . An overview
of our model is shown in Fig. 1.

Fig. 1 Overview of the model.

5. Datasets for Experiments

5.1 Accident Documents
The target documents considered first in this paper are accident

documents from a school. We perform morpheme analysis of the
documents using Mecab *1 and define all words that appear in the
results as Ai. These documents are owned by the Japan Sport
Council (JSC), and we can use (nearly) original document data
D and sanitized data A(D) = d. The original data D have the
exact date and time of the accident, the location, the diagnosis
(or cause of death), the gender and grade of the student victim,
his/her medical history, and the compensation value of the acci-
dent, etc., in addition to a report on the accident situation. The
name of the victim is clearly included in the original data, but
the dataset we received does not include such information. On
the other hand, d has almost the same information as D, but the
report on the accident situation is sanitized. Note that some san-
itized data are open to the public by JSC *2, and the original data
are processed to obscure the sensitive information. Not only are
the document data sanitized, but metadata are also generalized
and deleted, such as the date and time of the accident, medical
history, and the compensation value of the accident. The pub-
lished data do not include sensitive information, such as medical
history and the compensation value of the accident, so even if the
name of a victim is revealed by the attack (with this information
being publicized by a news report), the attacker cannot obtain ad-
ditional information from the open data. However, the lack of in-
formation leads to a lack of value of the data. For instance, some
research institutes review these accident data, analyze the scale of
the accident, and use the results to prevent a future accident. In
this case, the medical history information and the compensation
value of the accident could be useful. Therefore, the linkability
between the data and the name of the victim should be reduced to
protect the victim’s privacy, and at the same time, the utility of the
data should be maintained. We have approximately 700 original
fatal accident documents (OADs) and more than 4,000 sanitized
accident documents (SADs). All sanitized versions of the OADs
are included in the SADs. We reviewed the documents on a con-
tractual basis for research purposes, and they are not published.
On the other hand, the sanitized documents were manually sani-
tized by staff members of the JSC and are disclosed online.

*1 https://github.com/neologd/mecab-ipadic-neologd
*2 https://www.jpnsport.go.jp/anzen/anzen school/anzen school/tabid/822/

Default.aspx
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5.2 Court Documents
The other targets in this paper are court documents in Japan.

In particular, murder cases were used in our experiments because
these incidents tend to be broadcasted/published as news in a pub-
lic domain such as the internet. Accordingly, our attack algorithm
can easily capture the information related to the documents. As
in the experiments on the accident documents, we performed a
morpheme analysis of the documents using Mecab and defined
all words in the overview section as Ai. We collected these doc-
uments from a website *3. In contrast to the accident documents,
suspects, victims, and other information such as their age are
anonymized, but the degree of anonymization of these documents
is lower than that of the school data. We denote all court docu-
ments as sanitized court documents (SCDs). Contrary to accident
documents, court documents do not have metadata, so we define
the top 20 words with a large volume of information as meta-
data. For experiments, we downloaded 30 documents concerning
murder and 1,000 documents randomly to calculate the volume
of information.

5.3 Risk Words of Documents
A definition of risk words is required in order to estimate the

privacy risks of documents. In this paper, the objective of an
attacker of documents is to reveal the names of the people vul-
nerable to privacy breaches. Ri needs to be a set of words w j

which are linked to public news about accidents and incidents on
websites. A sanitizer has an original dataset with the name of a
victim, and Ri is the name of the victim when the sanitizer uses
our algorithm; however, we need to reproduce the attacker’s be-
havior for an attack algorithm. A simulated attacker is assumed
to have a sanitized dataset d and access to D∗. The risk words of
d are g(R) and may not include the name of the victim. We first
manually checked each document and searched for the names of
the people relevant to our experiments by using SetKeywords and
extracting the candidates keywords. Then, we searched the inter-
net and set the name as Ri when we found the target name in the
searched documents. It was also manually judged whether the
name is correct. In the first experiment, RiskEvaluation returns
1 when a document d ∈ List(kw) contains words ri j ∈ Ri, im-
plying that it also contains the tagged name of a relevant person,
which is defined as ri j. On the other hand, if a sanitizer does
not have the name of a relevant person, this process takes huge
computational time as well as a manual search of the risk docu-
ments. Consequently, we need some indices for automation. We
focus on the number of words that are included in the metadata
of each document. We assume if the number of words appear-
ing in both a searched document and the metadata increases, the
possibility that the two documents indicate the same accident will
also increase. In the case of court documents, no document has
metadata, but there are many words including a large volume of
information, and thus these words are handled as metadata. After
calculating the volume of information of each word and setting
kw, we set words with a high volume of information other than
kw as Ri. The validity of this assumption is considered in the

*3 https://www.courts.go.jp/app/hanrei jp/search1

following section.

6. Experiment

6.1 Experiments on Accident Documents
We use both the original documents and the sanitized docu-

ments in the experiments for accident documents. We first ana-
lyze the risk of the OADs; then, we apply our algorithm to SADs
and confirm that some privacy risk of identifying the victims re-
mains in the SADs. We set 700 OADs as D, the corresponding
700 SADs as d, the other 1,600 SADs as D∗∗, and the victim’s ac-
tual name as Ri. Preprocessing applies the morpheme analysis
to d and evaluates I(w j) for each word. In this experiment, we ob-
tained #d � 150,000 as the result of the morpheme analysis. The
words with the highest value are #di(w j) = 1 and I(w j) = 23.80,
followed in order by 22.79 and 22.21. SetKeywords outputs KWi,
which is the set of words w j ∈ di, where it has a large volume of
information. We focus on the words having the top three volumes
of information, namely the words w j s.t. I(w j) ≥ 22.21. In the
experiments, the words having the top three volumes of informa-
tion are named potential risk words (PRWs) to compare OADs
and SADs. We classify the words w j into three classes: (1) words
that appear only in Di ∈ D; (2) words that appear in both Di and
di, i.e., that are not sanitized manually; and (3) words that have a
risk and appear in di, that is, words that are keywords leading to
the acquisition of the name of the victim by web search (Fig. 2).
There are 93+40+36 = 169 PRWs in the OADs (1), and we find
35+20+21 = 76 PRWs remaining in the corresponding SADs (2).
This result shows that 169−76 = 93 PRWs are sanitized in SADs,
but nevertheless many PRWs remain in the SADs. Then, we run
SetKeywords and launch WebSearchAttack using the PRWs in
the Attack algorithm. KWi is input to WebSearchAttack, and it
outputs a set of searched documents Listi. The set of searched
documents is input to RiskEvaluation, and it outputs 1 and the
keyword RiskWords, where the set includes the risk words (e.g.,
the name of the victim). In the experiment, the RiskEvaluation

algorithm found 12 out of 76 PRWs that are linked to the name
of the victim. RiskWordsi is a word set classified into Class (3).

The experimental results focusing on PRWs are listed in Ta-
ble 1. Here, we can see 93 (= Class (1)\Class (2)) PRWs are
sanitized manually. However, the other 76 (= Class (2)) words
are not sanitized and remain. In the OADs, we found many pro-
prietary nouns such as facility names are regarded as PRWs and
they are all sanitized in the SADs. However, some events such

Fig. 2 Relationship of each word class.

Table 1 Relationship between I(w j) and the class of words.

I(w j) Class (1) Class (2) Class (3)
23.80 93 35 9
22.79 40 20 3
22.21 36 21 0

#PRWs 169 76 12
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as “plane accidents” that are PRWs are not sanitized even in the
SADs and are published. The attack simulator in the algorithm
abuses the PRWs and 12 (= Class (3)) of them link to actual ar-
ticles that include the names of the victims. As a result, it is
clarified that attackers can re-identify persons relevant to docu-
ments and link other information such as medical histories to the
re-idenfied ones. In conclusion, the risk of identification still ex-
ists in manual sanitization, but our algorithm efficiently detects
risk words missed by manual sanitization. Finally, Reconstruct

removes or generalizes the 12 words from d and outputs d′.
Our algorithm performs a simulation attack and deletes only

high-information words that cause the re-identification of a per-
son relevant to a document. In this experiment, there were 700
documents that were sanitized manually and we found 12 words
that cause re-identification. As mentioned before, we focus on
the risk of re-identification, which is a critical issue for privacy,
and we can minimize the decrease of utility due to deletion or
generalization. The words we sanitized can recover the linkabil-
ity between a person and a document and it must be a critical
issue. Thus, even if an analyst demands to maintain utility, the
words must be sanitized at least. Therefore, we can say our algo-
rithm preserves privacy while maintaining utility. Furthermore,
we found almost all of the words classed in Eq. (3) in the ex-
periment have top three volume of I(w j), namely I(w) ≤ 22.21.
Therefore, the large number of KWi does not mean a strong pri-
vacy protection, and even if |KWi| is not large, we can prevent a
re-identification attack enough.

6.2 Experiments on Court Documents
In the case of court documents, we collected sanitized docu-

ments on the web, but due to contractual issues, we could not
obtain the original documents D. This is not a special case, so a
sanitizer needs to define RiskEvaluation carefully. We perform
an experiment to confirm whether our algorithm successfully at-
tacks SCDs. As mentioned above, we set 30 SCDs concerning
murder as d, the other 1,000 SCDs as D∗∗, and the name of the
persons relevant to di as Ri. We set KWi = 3, so that the algo-
rithm would select three words from each document as Class (2)
words. WebSearchAttack searches the articles in Listi using these
words. We compared the words included in Listi with Ri, and the
words that link to the relevant persons are assigned to Class (3).
The results are shown in Table 2. The words with a large vol-
ume of information are at high risk of being identified, and it is
also confirmed that there are some risk words in the documents,
even if the documents are manually sanitized, as in the case of the
accident documents.

Note that the parameter ε(w j) was changed from the previous
experiment due to the difference between accident documents and
court documents. We place high priority on the person’s name in
OADs, but we can reduce the value of the person’s name in SCDs

Table 2 Relationship between I(w j) and the class of words.

I(w j) Class (1) Class (2) Class (3)
31.50 – 41 14
31.21 – 28 8
30.83 – 15 0

#PRWs – 84 22

because court documents include the judge’s name. Furthermore,
we increase the importance of the age of the person in SCDs. The
victims in accident documents are all students, and even if the age
of a victim were included, the information would not be worth
much in terms of re-identification. On the other hand, the age of
suspects and victims in articles might be effective identifiers of
the relevant person. In this way, some tuning is needed depend-
ing on the document type, and a sanitizer can easily optimize the
policy of the parameter setting d.

6.3 Labeling Option
Preprocessing provides a labeling option. The attack accu-

racy depends on the interest of the target document, and so we
assign an interest label to target documents. In this section, we
confirm the effectiveness of the labeling option. We use Fast-
Text [18], which is published as open source by Facebook AI
Research, to classify documents. FastText handles words as a
vector, as does Word2Vec [19], and classifies documents at high
speed. Of our 2,300 SADs, we set half of them as training data.
We assigned two labels, fatal accident and non-fatal accident, to
the training data and then inferred the labels of the other half of
the documents. The results (Table 3) show that documents can
be classified with high accuracy despite whether they are about
fatal accidents or non-fatal accidents. In our experiments, the
attacks on non-fatal accident documents did not succeed, and
SetKeywords could change the parameter KWi depending on the
label. The labeling mechanism should vary by document type,
but it is expected to improve the algorithm in terms of utility and
processing speed by introducing variable parameters according to
the labels.

6.4 Relationship between the Number of Metadata and the
Risk of Re-identification

In this paper, we linked the name of the victim and the cor-
responding documents beforehand and generated an evaluation
function, where this function outputs 1 when it finds a relevant
name from the searched document and 0 otherwise. However,
this function can be generated by sanitizers that have the name
of the victim and we need to consider the case where a sanitizer
does not know this name. For example, when a data owner does
not have sanitization skills, this owner might conclude an agree-
ment with an organization that does possess these skills. Before
the data owner sends the dataset to the proxy sanitizer, the data
owner may delete identifiers. Therefore, we need to consider a
more flexible evaluation function. In other words, we need to
create an index for the privacy risk of a document without using
the name of the victim. We focus on the metadata as a way to
handle this problem. Let w be the number of metadata that are
also present in a searched document. Intuitively, the possibility
that the searched document and the actual document indicate the
same contents increases as w becomes large. We confirm the rela-

Table 3 Labeling result.

Positive Negative
True 650 646
False 10 6
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Fig. 3 Relationship between the number of w and attack success probability.

tionship between w and risk manually. In the experiment, we set
all documents as d, which are the 3,000 SADs, and we applied
WebSearchAttack to the data while focusing on the documents
satisfying w ≥ 4. The horizontal and vertical axes in Fig. 3 rep-
resent w and Attack success probability, respectively. For ex-
ample, we can see that the documents with w ≤ 3 are not at risk
of being linked to the name of the victim, 50% of the documents
with w = 16 have the risk of being identified, and there are four
documents in d. Worthy of attention here is that the attack success
probability increases as w increases, and so the results support the
hypothesis that there is a correlation between w and risk. In other
words, when a document has many words that are the same as
words included in another document, there is a high probability
that the documents represent the same things. The results also
show that the number of w is available for privacy risk evalua-
tion. In actual operation, WebSearchAttack and RiskEvaluation

are not independent and run alternately. WebSearchAttack at-
tacks a document using kw ⊆ KWi and is the bottleneck. Thus,
we can change the algorithm to improve the processing speed as
follows; RiskEvaluation outputs w instead of 0 or 1 and when w
exceeds a threshold, the algorithm moves on to Reconstruct, or
aborts to attack and rejects to output the document immediately.

7. Conclusion

In this paper, we proposed a sanitization framework for docu-
ments and applied it to public accident reports from schools and
in court documents. We first defined a generalized adversary
model for re-identification and applied the model to a privacy
issue on documents. Owing to this, we do not need to prede-
fine what is sensitive information and it leads to a cost reduction
compared with previous works. Furthermore, we do not need to
calculate PMI, so that we can handle long articles such as court
documents. We considered a web search engine is used for a sim-
ulation attack and implemented an attack algorithm based on the
model and confirmed that attacks on actual sanitized documents
occurred in our experiments. The results show that some doc-
uments remain at risk to be re-identified, even though they were
sanitized by humans, and we thus proved that manual sanitization
might not be sufficient for defeating attackers who use web search
engines. Furthermore, we proposed a sanitizing algorithm against
the attacks, and this algorithm sanitizes or generalizes only words
that cause re-identification precisely. The situation assumed in
our experiments is realistic, and even if documents do not have
metadata, we can apply the framework by setting the words with

a large volume of information as metadata.
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