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Abstract: User identification is an important task for a variety of purposes such as authentication or providing per-
sonalized advice for improving user experience. In this paper, we propose a method for identifying a user who is
holding a smartphone out of previously given target users from acceleration data obtained from the accelerometer in
the smartphone using a deep neural network. This proposed method preliminary creates the model from the acceler-
ation data of each user while walking in its training phase. This method identifies the user from acceleration data for
identification based on this model in the classification phase. We evaluated the proposed method with the acceleration
obtained from the actual eight and twelve users in two aspects, which were identifications including no-decision choice
and that without no-decision choice. Our evaluation showed that the proposed method achieved accuracies higher than
95% for two- to five-class identification without no-decision. The proposed method identified the user with no or little
false positive in evaluations with “no-decision.”
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1. Introduction

Recent advances in machine learning and deep learning have
enabled us to infer many things, such as the activity of the
user of the sensor device, from information obtained from sen-
sors [1], [2]. We can expect that the improvement in identification
and prediction based on sensed data contributes to many things.
For example, activity recognition on a smartphone achieves de-
tection of dangerous usage of the smartphone. Place estimation
realizes an automatic explanation to the picture near the user in
a museum. User identification achieves background music rec-
ommendation based on the favorite of the identified user, user au-
thentication using sensed acceleration from the smartphone, and
detection of theft.

The motivation and objectives of this paper are to improve the
studies on analyses of sensed data from a smartphone, especially
analyses based on artificial intelligence. For this abstract objec-
tive in this paper, we focus on user identification from accelera-
tion by a deep neural network, which is one of the most promising
artificial intelligent methods.

There are some published papers on identification based on ac-
celerations obtained from an accelerometer. However, most of
these works focus on the identification of other things such as ac-
tivities. A few works focused on user identification. However, the
existing methods and works have room for improvement. A work
required to use a specialized floor that was full of accelerome-
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ters [3], [4]. A work identified users from only two users [5]. A
work identified users from several users [6], [7], but the method
did not take time sequence feature of acceleration and had room
for improvement.

In this paper, we discuss the identification of the user who is
holding a smartphone by analyzing 3-axis acceleration informa-
tion obtained from the smartphone accelerometer. The purpose
of this study is to predict users with high accuracy that is close
to 100%. We assume the situation wherein the user is holding
and watching the smartphone while walking. It is mainly because
the noise in acceleration is small and this makes discussion fair
by clear definition. We expect that the identification proposed in
this paper enables us to improve the user experience in a variety
of ways, such as recommending and supporting the use of the
system based on user identification, user authentication, and ad-
mission management by walking. If the method achieves fairly
high accuracy, this can detect theft by non-authorized users.

In our previous work [6], a method for identifying users from
the acceleration using DNN (Deep Neural Network) was pro-
posed. However, this did not take the time sequence feature into
account. In this paper, we propose a method to identify users
from acceleration measured in a smartphone using LSTM (Long
Short-Term Memory), which is one of the most popular recur-
rent neural networks that can extract features from time sequence
data. This method mainly supports identifications in a small pre-
liminary given group such as identification in a specified group
in a building. This assumes that the acceleration data for training
is preliminary available and identifies the user from acceleration
data for identification based on the created model. We evaluate
the proposed method in two aspects. One is identification with-
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out the output of “no-decision.” In this case, the proposed method
always outputs the identified user as its identification result. The
other is identification including output choice of “no-decision.”
In this case, the method outputs a user or “no-decision” as its
result. If the neural network does have strong confidence in its
output result, the network naturally outputs it. On the contrary,
if the network does not have strong confidence, the network aims
to avoid outputting an incorrect identification result and abandon
to output the result. We call this abandoned “no-decision” in this
paper. This is useful for avoiding the false positive and false neg-
ative. In this paper, we call these identifications identification

without no-decision and identification with no-decision.
The contribution of this paper to practical uses is as follows.

One of the typical applications of the proposed method is a weak
user authentication system inside a secured area with a small
number of persons. Figure 17 illustrates a sample application.
This shows a building of a company and the entrance of the build-
ing is secured by a strong security system such as locking via a
physical key. Inside the building, some rooms are protected by
a weak security system. In a usual system without our proposed
method, a user must touch an RFID card reader with the user’s ID
card, put a pass code, or do another authentication behavior. On
the contrary, in a system with our proposed method, a user can be
authorized automatically only with holding a smartphone without
any operation.

The contribution to the research field is as follows. First, dis-
cussion on whether a user can be distinguished by its acceleration
and how to identify, if possible, are contributing. Second, iden-
tification of users from acceleration may develop new fields. If
identification or prediction with a moderate accuracy is achieved,
many optional services such as the recommendation of back-
ground music based on this user prediction can be provided. If
identification with an excellent accuracy is achieved, this identifi-
cation can be utilized for many purposes such as detection of theft
and user identification for unlocking smartphones. Our challenge
for identification reveals how accurately the current deep learning
method and the current accelerometer in common smartphones
can identify the user. Our work showed that high accuracy can be
achieved in identification from several persons, such as five per-
sons. Our challenge also pointed out what method can improve
the accuracy. We showed that a deep learning network consider-
ing time sequence such as LSTM achieved better accuracy than
a method without considering this such as a simple DNN. We
showed also that the accuracy can improve by increasing the size
of input data. In the case of our experiments using the current
smartphone accelerometer and a deep learning method, time se-
quence data with 40 seconds can be enough. In addition, our
work shows room for improvement of this challenge. Our work
demonstrated that the accuracies did depend on the target persons
and those of particular persons were severely low. Thus, specified
optimization for particular cases may be important for improving
its accuracy.

This work is based on our earlier works [6], [7], [8], [9], [10].
For extension, we added some evaluations and discussions such
as identification from three or more users.

2. Related Work

In this section, we refer to the related work.
The followings are on activity recognition or prediction by

analyzing data sensed in smartphones using machine learning.
Kobayashi et al. proposed a method for recognizing a user’s
movement by using an accelerometer, microphone, and GPS in
a smartphone [1]. In this work, they discussed also a method
for reducing power consumption. Song et al. proposed a method
for recognizing human activity using a wearable sensor module
including an acceleration sensor [2]. They especially discussed
the identification of elderly people. Bouten et al. proposed a
portable data unit that enables the on-line processing of triax-
ial accelerometer output to an estimator of physical activity [11].
Eren et al. proposed an approach to understanding driver behav-
ior using smartphone sensors [12]. Using the accelerometer, gy-
roscope, and the magnetometer, they obtained its position, speed,
acceleration, deceleration, and deflection angle sensory informa-
tion and estimated commuting safety by statistically analyzing
driver behavior. The following works are on activity recognition
or prediction from data sensed from a sensor such as a smart-
phone accelerometer. Shoaib et al. surveyed physical activity
recognizing methods using embedded sensors, showed their po-
tential and the areas that need further improvements, and then
presented various recommendations for conducting future studies
on online activity recognition on mobile phones [13]. This sur-
vey paper presented excellent opinions, but the authors did not
propose a method for identification. Lockhart et al. referred to
and classified activity recognition applications. In the works of
Refs. [14] and [15], methods based on LSTM were studied. Zeng
et al. proposed a method for recognizing human activities based
on LSTM, continuous temporal attention, and continuous sen-
sor attention [14]. They showed that the combination of LSTM
and Continuous temporal attention provided a fine F1 score [15].
Murahari et al. proposed a method for human activity recognition
using the attention model [15]. They inserted an Attention layer
to DeepConvLSTM and achieved a high F1 score. In the works
of Refs. [16], [17], [18], [19], [20], methods for recognizing user
activities based on CNN (Convolutional Neural Network) were
proposed. Castro et al. proposed a method for predicting daily
activities by analyzing images obtained from a camera device on
the user [16]. The method analyzed images via CNN and classi-
fied the user’s activities, such as chatting and working. Du et al.
proposed a method for human activity recognition using cascade
neural network [20].

Becker et al. proposed a system called GestEar that recog-
nized activities making sounds, such as clapping or knocking,
using CNN based on several sensed data for example accelera-
tion, gyroscope data, and sound [18]. Brock et al. proposed a
method for activity recognition in Ski Jumping based on CNN
using data sensed from accelerometer and gyroscope [17]. Brun-
ner et al. proposed a method for recognizing swimming styles,
such as Crawl and Breaststroke, using a smartwatch [19]. They
analyzed data from an accelerometer, gyroscope, magnetome-
ter, barometer, and light sensor by CNN, and achieved a high
F1 score. Khan et al. proposed a method for activity recogni-
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tion using the embedded accelerometer sensor [21]. They argued
that only a small number of previous works could perform clas-
sification on the device. For this problem, they proposed a real-
time/online Smartphone-based activity recognition (SP-AR) sys-
tem. Lockhart et al. surveyed and categorized a variety of activity
recognition-based applications [22]. These works are for recog-
nizing activities and did not provide a method for distinguishing
persons who were performing the same activity. However, these
pioneering works for recognizing something using data sensed
from human activities, methods, and discussion that they showed
have been remarkably important for studying another recognition.
Especially, the works of Refs. [15] and [18] showed that analyz-
ing the feature of sequence via LSTM is effective for accurate
recognition. Our work is also based on these frontier works.

The following works are for user identification by analyzing
sensed data with machine learning. Lane et al. comprehensively
surveyed sensing technologies on smartphones [23]. They ana-
lyzed sensed data and found a large difference between data while
walking of young end elderly persons. Shi et al. proposed the
user identification framework SenGuard that enables continuous
and implicit user identification service using voice, location, mul-
titouch, and locomotion sensor modules [6], [24]. They showed
that these four types of information are useful for identification.
The work aims identification of a user, but accelerations were
used for not user identification but activity recognition in work.
Thus, this work is also on activity recognition in an aspect of ac-
celeration analysis. It identified the user using other types sensed
data such as voice data. Besides, their user identification was
based on not recently advanced highly accurate methods such as
deep learning and LSTM but simple statistical values. Their iden-
tification was only a two-class identification. Studies on more
difficult classification are essential for the next step of researches.
Ahmad et al. proposed a method for identification of a user from
acceleration obtained from an accelerometer in a smartphone [5].
Their challenge was one of the easiest ones. They tried to identify
a user from two target users. They assumed that sensed accelera-
tions could be fingerprints of users and analyzed sensed accelera-
tions using several machine learning methods. They then showed
that the ANN (Artificial neural network) presented the highest ac-
curacy. This work focused on the same identification of our work
and their findings that a user could be identified with acceleration
was remarkably important for the following similar works, e.g.,
our work. However, this challenge was very simple and identifi-
cation from two users.

In our previous work, we proposed methods for estimating
users’ height using accelerometer [10]. These were not for user
identification, but these based this work. We proposed a method
for identifying the user from a sensed acceleration in Ref. [7]. In
these works, we analyzed the accelerations obtained from the ac-
celerometer in a smartphone while walking with deep learning
and identified the user who was holding the smartphone. In the
work, we challenged to identify the user from the given two users,
i.e., two-class identification. The used one was not advanced deep
neural networks such as CNN, RNN (Recurrent Neural Network),
or LSTM but the original DNN. Namely, this method did not take
the feature of time sequence into account. The accuracy of in-

ference for two-class identification was 87% in the highest case.
This work is based on and an extended version of these previous
researches.

The works of Refs. [25], [26] are for predicting states. Schmidt
et al. proposed a method for predicting stress and arousal by ana-
lyzing acceleration and skin-temperature by CNN [25]. Rabbi et
al. proposed a method for predicting mental health and physical
health by analyzing voice and physiological data by a dictions
tree [26].

There are several published papers on identifying the person
from sensed data from other types of sensors [3], [4], [27]. Cor-
pus et al. proposed a method for accelerometer biometrics with
keystroke dynamic features using a neural network and showed
that the method could identify the user with high accuracy [27].
Orr et al. [3] and Sousa et al. [4] proposed methods for identify-
ing users using sensing floors. A user for identifying walked on
the specified floor that could sense accelerations and their meth-
ods identified based on these data. The method in Ref. [3] ana-
lyzed the data via ten statistical values such as the mean value
and the standard deviation. The method in Ref. [4] utilized small
user-bound pedometer devices and identified users in a situation
wherein two or more individuals shared the same smart environ-
ment. These works provided important findings for analyzing
sensed data for user identification. However, these methods re-
quired building a sensing floor that was full of accelerometers
and could be utilized only on the floor. In addition, Sousa’s
method [4] could distinguish persons when plural persons were
walking but could not detect who the person was.

3. Proposed Method

In this section, we propose a method for identifying the user
based on the acceleration obtained from an accelerometer in a
smartphone.

3.1 Two Proposed Methods
Here, we explain two methods for identifying the user from the

preliminary given target users. These are identifications without
and with no-decision.

First, we propose a method for identification without no-

decision. This method is composed of three phases. In the first
phase, the accelerations while walking of each user are prelimi-
nary measured. In the second phase, this method trains with these
data and creates a neural network model by LSTM. In the third
phase, this method identifies the user from the acceleration for
identifications, which is the testing data, using the model. The
user with the highest probability is determined as the identifica-
tion result. The method always outputs the identification result.
Each identification result is accurate or inaccurate.

Second, we propose a method for identification with no-

decision. This second method is also composed of three phases.
The first and second phases are the same as those of the first
method. In the third phase, this method outputs no-decision,
which indicates no-decision and no output, if the highest prob-
ability is less than the threshold. The probability is the output
value of the softmax function of the last layer. If the probability
is not less, this method outputs the identification result and the
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Fig. 1 Acceleration direction of smartphone.

result is accurate or inaccurate. The used neural network will be
explained in Section [6].

The first method is for the general purpose. The second method
is for avoiding false positives in the cases false positives are a crit-
ical issue but no-decision, i.e., no prediction, is not.

3.2 Identification Target
In this work, we focus on the identification from given users.

The proposed method is provided acceleration data of one user
of these n users. We assume that the training acceleration data
are available preliminary and the acceleration data are measured
while walking.

3.3 Acquisition of Acceleration Data During Walking
The acceleration data while walking of each user were obtained

as follows. We asked every user to walk in the target, which was
specified, path withholding the smartphone in the user’s hand and
watching it. We told every user “please walk this path by watch-
ing this smartphone as usual.” Our staff observed the walking
user for the user’s safety. The application for recording acceler-
ation was displayed on the screen. This application had only the
user interface for starting and stopping recording. We did not for-
bid touching the screen, but the users did nothing on the screen
almost all the time.

3.4 Implementation for Recording Acceleration Data
We implemented an Android application that recorded the ac-

celeration. We then installed this application into the smartphone
for recording and asked each user to walk withholding the de-
vice. The application obtains acceleration using Google API ev-
ery 20 ms and stores the data to a file. Three axes, which are x-,
y-, and z-axes, of accelerations can be obtained with this API,
and the application stores all of them. The directions of these
three axes are illustrated in Fig. 1. The directions of positive and
negative directions depend on the implementation of a device. In
the case of our experimental device, the positive x-direction is the
left. This may be right in another device. Our discussion in this
paper is independent in this direction, i.e., left or right. The x-axis
is the vertical axis regardless of the device implementation.

3.5 Input Data
The proposed method provides the constant length of the time

Fig. 2 Input data division method.

Fig. 3 Accuracies in each axis.

sequence of acceleration data to the LSTM for training and clas-
sifying. Naturally, LSTM easily trains and classifies variable-
length data. We fixed the length of input data for fair comparison
and clear discussion. For fixing the length, which corresponds to
the number of accelerations, we selected the acceleration data as
illustrated in Fig. 2. That is, we deleted the first two seconds of
data, which are 100 sets of accelerations, for avoiding including
the accelerations before walking. We then deleted the last data to
make the number of data sets 10,240.

3.6 Input and Output Data of the Neural Network
The proposed method identifies the user using on LSTM net-

work. The number of dimensions of the input layer depends on
the number of the axes of acceleration to be input. For example,
if only the x-axis is used and input, the number of input data is
one. If three dimensions are used and input, the number is three.
The number of used dimensions in this paper will be discussed in
Section 3.7.

The number of dimensions of the output layer is the number of
candidate users. The output value of each dimension depicts the
probability of each user.

3.7 The Axes in Acceleration for Input
In this subsection, we propose to use the three axes, i.e., x-,

y-, and z-axis, for identification and explain the reason why this
method uses these with a basic evaluation.

We performed five class identifications from five users.
Namely, the system was provided acceleration data of one of the
specified five users. The system then inferred which user’s data
it was. This system must choose one user from the five candidate
users. We call this five-class identification in this paper.

Figure 3 shows the accuracies of five class identifications with
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all the combination of the axes. From these results, we can expect
that identification using all three axes achieves the best identifica-
tion accuracy. Therefore, the proposed method uses all the axes
of the acceleration.

In our previous work [6], we preliminary investigated the per-
formance of identification with all the combinations of three axes
and chose the set with the highest accuracy. That investigation
showed that the difference between the highest and lowest accu-
racy was around 40% [6]. We then consider that this preliminary
investigation is important for achieving fine accuracy.

4. Performance Evaluation

This section evaluates the proposed method. For evaluation,
eight users walked on a specified path holding an experimen-
tal smartphone and recorded the acceleration. We then picked
10,240 sets of accelerations data as shown in Fig. 2. One set of
acceleration is an acceleration vector that is composed of three-
dimensional values. For reference, we will present an experimen-
tal results using 12 users in Section 4.4.

The recording application used in our experiments obtains 50
acceleration vectors per second. 10,240 sets of accelerations cor-
respond to 204.8 seconds. The eight target users, which are sub-
jective of these experiments, are composed of seven males in his
twenties and one male in his forties. We call them User A to User
H, respectively.

The LSTM neural network has one hidden layer and the hidden
layer has 100 neuron elements. The used device was the Nexus
5X. Its operating system was Android 7.1.1. The directions of
the three axes are the same as those in Fig. 1. The used neural
network was implementation with PyTorch 1.6. their hyperpa-
rameters are described in Table 1.

We performed cross-validation for evaluation. For n-clsss,
5 ∗ n-fold cross-validation was executed. For example, we per-
formed a 10-fold cross-validation for two-class identification. For
three, four, and five-class identifications, 15-, 20-, and 25-fold
cross-validations were done, respectively.

4.1 Identification without no-decision
Here, we evaluate the accuracy of the proposed method with-

out no-decision. We performed two- to eight-class identification
using the measured accelerations from the eight users. For six-
to eight-class identifications, we did cross-validations for every
combination of 8Cn for n-class identifications. For example, we

Table 1 Network hyperparameters.

executed cross-validations with 8C7 = 8 patterns of user combi-
nations.

Figure 4 shows the average accuracies of two- to five-class
identifications. The length of each input acceleration for identi-
fication was about 40 seconds, i.e., 2,048 sets of accelerations.
These indicate that the accuracies were more than 95% in the
cases of two- to five-class identifications. The existing method [3]
achieved 87% in the best case, which was the two-class identifi-
cation.

4.2 Accuracy and Input Data Length
This subsection investigates the relationship between the input

data lengths and the accuracies.
Figures 5 to 10 show the accuracies using 10, 20, and 40 sec-

onds of input data of five-class and eight-class identifications.
The horizontal axis of each graph indicates the user or the average
of all the users. These figures imply that the accuracy decreases

Fig. 4 Accuracies of 2–8 classes identifications.

Fig. 5 Accuracies of five-class identification (input data size 40 seconds,
without no-decision).

Fig. 6 Accuracies of five-class identification (input data size 20 seconds,
without no-decision).
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Fig. 7 Accuracies of five-class identification (input data size 10 seconds,
without no-decision).

Fig. 8 Accuracies of eight-class identification (input data size 40 seconds,
without no-decision).

Fig. 9 Accuracies of eight-class identification (input data size 20 seconds,
without no-decision).

Fig. 10 Accuracies of eight-class identification (input data size 10 seconds,
without no-decision).

as the length of input data decreases. Also, the accuracies of the
particular users declined largely. In Fig. 5 to Fig. 7, the accuracies
of the user B, E, F and H declined severely.

Fig. 11 Accuracies of five-class identification (input data size 40 seconds,
with no-decision).

Fig. 12 Accuracies of five-class identification (input data size 20 seconds,
with no-decision).

Fig. 13 Accuracies of five-class identification (input data size 10 seconds,
with no-decision).

4.3 Identification with no-decision
This subsection evaluates the proposed method by identifica-

tions with no-decision. In these identifications, the method may
output “no-decision” as its result for avoiding false positive and
false negative. We expect that true positive and true negative are
the best cases for users. On contrary, false positives and false
negatives are the worst cases. “No-decision” is the middle case.

Figures 11 to 16 show the identification results of five- and
eight-class identifications using 10, 20, and 40 seconds of input
data. The identification can result in accurate, inaccurate, or no-

decision. The threshold of no-decision or not was 0.9. Namely,
the method outputs no-decision as the identification result if all
the output values of the softmax function in the last layer are less
than 0.9. Figure 11 indicates that the proposed method achieved
0% of the inaccurate identification ratio with a side effect of 20%
of the no-decision ratio. In Fig. 5, the ratio of inaccurate iden-
tification was 2% and decreased 2% by including no-decision.
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Fig. 14 Accuracies of eight-class identification (input data size 40 seconds,
with no-decision).

Fig. 15 Accuracies of eight-class identification accuracies (input data size
20 seconds, with no-decision).

Fig. 16 Accuracies of eight-class identification (input data size 10 seconds,
with no-decision).

Comparing the results in Fig. 6 and Fig. 12, the ratio of inac-
curate identification decreased by 5%, i.e., from 17% to 12%.
These imply that the ratio of inaccurate identification decreased
successfully, but the ratio is not 0%. Similarly, we can see the
22% decrease in the ratio of inaccurate identification by compar-
ing the results in Fig. 7 and Fig. 13. However, a 0% ratio was not
achieved. Consequently, we can conclude that input data length
enough to identify is essential for avoiding inaccurate identifica-
tion. In the case of our experiments of five users, acceleration
data longer than 40 seconds are required.

4.4 12-class Identification
For reference, we presented evaluations for twelve users in this

subsection. The twelve users are composed of seven males in
their twenties, three female in their twenties, and one male in his
thirties. The twelve subjects and the path they walked on were
different those of the experiments from Section 4.1 to Section 4.3.

Fig. 17 Accuracies of twelve-class identification (input data size 40 sec-
onds, without no-decision).

Fig. 18 Accuracies of twelve-class identification (input data size 40 sec-
onds, with no-decision).

Fig. 19 Accuracies of 2-12 classes identifications.

The results with and without no-decision are depicted in Fig. 17
and Fig. 18, respectively. Figure 19 shows the relationship be-
tween the number of users for identification and the average ac-
curacy. Please note that the experimental setups for two to eight
users and for twelve users were not the same. Thus, direct com-
parison is not completely suitable and is only for reference.

The results without no-decision showed 78% of accuracy. This
is not remarkably low for 12-class identification. However, un-
like the five-class identification, the accuracy is less than 90%.
From these results, we can find the limitation of our proposed
method. Namely, the current smartphones and LSTM implemen-
tation cannot achieve 90% accuracy for this size of identification.
In this experiment, the ratio of inaccurate identification was less
than 10% like five-class identification.

5. Discussion

First, we discuss a method for improving the accuracy of iden-
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tification without no-decision. Comparing the results in Fig. 5 to
Fig. 7, we can see that the accuracy increases as the number of
data increases. Naturally, we can expect that LSTM can more
suitably extract the features of each user from larger acceleration
data. One of the simplest ways to increase the number of data is
to increase the number of obtained accelerations per second. Our
application for recording obtained an acceleration vector every
20 ms. Our device support obtaining an acceleration vector every
2 ms. If the increase in the accuracy by increasing the length is
mainly caused by an increase of not the measuring time but the
number of accelerations, frequent acceleration measurement may
increase this accuracy.

The tuning of the optimization function is expected to improve
accuracy. In this paper, we used the Adagrad function for the
evaluation. We have evaluated the accuracy also using the Adam
function and found that the accuracy decreased by more than
15%. This implies that the accuracy is sensitive to the selection of
the optimization function. An optimal selection of this function
may improve the accuracy.

Second, we discuss the identification with no-decision. As we
showed in Section 4, including no-decision decreased the ratio of
6inaccurate identification. Especially, in the case of 40 seconds
of data, the ratio of inaccurate identification was 0%, and that
of accurate identification also was high enough. However, in the
cases of 10 and 20 seconds, the ratio of inaccurate identification
was not 0%. If a user does desire to avoid a false positive, de-
creasing the threshold is effective. It was 0.9 in our experiment.
If it is larger, e.g., 0.95, the method outputs its decision more pes-
simistically. Naturally, an increase in the threshold increases the
ratio of no-decision. Thus, tuning of this threshold is important.
The results in Fig. 13 showed that the no-decision ratios of users
B, C, and E were high. Figures 21 to Fig. 23 show the output val-
ues of the softmax function of the last layer of the identifications
that resulted in the inaccurate or no-decision. The vertical axes
indicate the probability of each user. The horizontal axes indicate
the sequence number of identifications that resulted in inaccurate
or no-decision. In the case of Fig. 18, inaccurate identifications
can be avoided with high accuracy by setting the threshold 0.6.
On the contrary, the threshold must be high enough, such as 0.99,
in order to completely avoid inaccurate identification.

Third, we discuss applications of our proposed identification.

Fig. 20 Authentication system example.

Identification without no-decision is useful for improving users’
experience. For example, automatically setting or recommending
a background music or background colors based on personalized
data can be comfortable for a user and an inaccurate identifica-
tion does not raise a fatal issue. Identifications with no-decision

can be used for authentication in a small group to which around
five persons belong to. This method can be used for distinguish-
ing whether the smartphone is held by the correct user or stolen
by a malicious person. For example, notifying the correct user
by sending an email on a detection of being stolen is easily per-
formed because inaccurate detection does not result in a fatal
problem. It causes only an unnecessary email.

This method enables authentication between these people from
acceleration data by walk in a specified path in a specified area,
such as in a building of their company. If the method outputs no-

decision, the user can unlock a door with another method such as
using a physical key or an IC card. If the method identifies the
user, the user can enter the locked room only by walking. Fig-
ure 20 shows an example of this system.

Fig. 21 Output probabilities of users (B is correct).

Fig. 22 Output probabilities of users (C is correct).

Fig. 23 Output probabilities of users (E is correct).
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Third, we discuss the way of holding a smartphone. In this
paper, we measured acceleration while walking because we ex-
pected that the noise in acceleration is relatively small. Evalu-
ation with acceleration on another way of holding is important
future work.

Forth, we discuss the effect of the features of subjects on the
identification accuracy. The eight subjects of our experiments are
composed of seven males in their twenties and one male in their
forties. The twelve subjects are seven males in their twenties, four
females for their twenties, and one male in their thirties. Their at-
tributes and characteristics are be very similar. We can expect that
this similarity made the identification difficult. If the attributes
were completely different, users were expected to be identified
more easily as described in Ref. [22]. Our paper showed that the
current commodity smartphones and neural networks with a com-
mon PC can identify a user from specified eight persons with high
accuracy. Also, this work showed also that these couldn’t identify
accurately from twelve users. Namely, our work showed the cur-
rent state and provided future works, which is identification from
more persons, e.g., more than ten persons. Please note that this
discussion is based on comparing two experimental results with
the different setups as described in Section 4.4.

Finally, we describe the reason why we focused on the LSTM
and discussion on what type of neural network should we inves-
tigate. Deep neural networks and deep learning based on these
networks have significantly improved since the first stage of the
work [28]. In the field of analyzing non-time sequence data,
CNN has been successfully processing data and has provided
fine performances. In the time sequence data field, RNN (Re-
current neural network) was proposed and achieved good perfor-
mances in the first stage. This RNN has been improved to LSTM,
transformer [29], attention, self-attention, BERT [30]. Thus, we
think investigating these advanced neural networks are impor-
tant. Transformer, attention, self-attention, and BERT are mainly
adopted in the natural language processing field. Therefore, we
focused on and utilized LSTM in this paper. However, the other
state-of-the-art neural network, e.g., attention, may effective for
analyzing acceleration. Discussion on the usage of other net-
works is also important for future work.

6. Conclusion

In this paper, we proposed a method for identifying a user who
is holding a smartphone by analyzing acceleration data obtained
from the accelerometer using LSTM. Our evaluation showed that
the method can identify the user with accuracies higher than 95%
for two- to five-class identification. This may be useful for iden-
tification inside a small group. The ratio of inaccurate identifica-
tion decreased low enough by including no-decision. For exam-
ple, the ratio was 0% if the length of the input data was longer
than 40 seconds.

For future work, we plan to evaluate our method with more
peoples and larger class identification and discuss a method for
improving accuracy by considering the content displayed on the
smartphone and the user operations.
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