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Caputring spatial distribution of people interests with web
quries and location data: A large scale empirical study of

metropolises in Japan

JINYUAN LI1 SOTO ANNO1 TAKAYUKI SAKAMOTO2 HIRAKI YASUDA2

AKIRA TSUJIMOTO2 KOTA TSUBOUCHI3 MASAMICHI SHIMOSAKA1

Abstract: Capturing visitor interests in certain urban areas provides a good approach to mine interests spatial distri-
bution that is essential for more intelligent urban designing and city planning. To learn better about a city, currently
it takes urban researchers much cost on field investigation such as gathering pictures or crowd-sourcing. Meanwhile,
evaluation obtained from visitors is often biased and fail to fulfill our purpose to characterize interests distribution
objectively. Under the help of massive query and location data gathered from users, we conduct several empirical stud-
ies on geographic map segments. In our work, spatial interests distribution can be captured by calculating statistical
features across the regions. We apply the aggregation and analysis procedure on real world dataset collected by Yahoo
corporation in several cities in Japan. Our analysis results can provide a new perspective on how to characterize a city
without extensive field studies.

Keywords: Urban analysis, Geo-Semantics

1. Introduction
Visitor interests analysis deals with understanding why a par-

ticular area attracts some visitors and its spatial role in the whole
metropolis. Nowadays, capturing the interests of urban visitors
is vital for many urban-based applications such as location rec-
ommendation [1] [2], commercial branding [3], and urban func-
tionality discovery [4]. At the same time, to better capture the
correlation between visitor activities and regional features, it is
also promising to focus on spatial analysis to characterize urban
regions directly [5].

Field investigation-based urban study that relies on images and
comments on Point-of-Interest (POI) is a common approach to
discover patterns of metropolis regions. These methods focus on
utilizing user data that is semantically highly related to the tar-
get urban areas. For example, street images are significant since
they accurately correspond to the places where people take the
photos [6]. However, these field investigation-based studies re-
quire vast costs to gather sufficient data for interests discovery.
They also suffer from biased results due to incomplete or noisy
sources [7].

Recently, thanks to the widely-used location-based mobile ap-
plications, along with massive usage records, it becomes possible
for urban researchers to capture urban spatial patterns without
extensive field investigation. Some works have focused on how
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to disentangle the spatial patterns of places by user query infor-
mation. Nevertheless, we conclude that their works don’t con-
sider map segmentation issues, making it hard to observe spatial
interests distribution patterns by directly applying their system
to query-based urban interests analysis. Sum et al. proposed a
framework to capture regional interests patterns by map search
queries and location data by users [8]. However, they only con-
sider one type of user query, which is too explicit to show the
correlations between users and areas they visit. Sakamoto et al.
show us a new approach to use a twelve-dimensional vector with
intuitive psychological interpretation on each dimension as the
meter to define the interests patterns for target urban regions [9].

To this end, in our case studies, we extend the previous urban
interests framework by Sakamoto et al. [9] to address the spa-
tial application issues for metropolis areas. We adapt the frame-
work to great-scale case studies by including administrative spa-
tial boundary data and modify analysis pipelines. Metropolises
for our case studies include Tokyo, Osaka, Yokohama, and
Kawasaki, which are all populated and representative cities in
Japan.

The contributions of our work are two-fold:
• We improved the framework to consider realistic map seg-

mentation to meet our large-scale spatial interests analysis
demands with more intuitive rendering.

• Our work first shows empirical studies over millions of real-
world user location and web search query data on three rep-
resentative metropolises regions in Japan. Our case study
results can provide a new perspective on characterizing peo-
ple’s interests in the cities.
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Related work
Analyzing interests distributed in urban regions can be consid-

ered a learning representation of cities through urban data, which
is initially motivated by studies of urban computing. In order to
clarify the position of our research, we discuss Urban Computing
and Representation Learning in the following parts.
Urban Computing

Urban computing is a field that aims to solve the major issues
in cities, (e.g. traffic congestion, air pollution, or noise problem)
through the analysis of urban data. In this field, urban data such as
GPS-based mobility data and POI check-in data have been used
for mobility flow modeling [10, 11], urban dynamics forecast-
ing [12, 13], land-use pattern analysis [14], urban functionality
revealing [15], and urban anomaly detection [16, 17] and predic-
tion [18–20].
Representation Learning of Cities

To tackle the problems being addressed in the field of urban
computing, there is a trend towards quantifying cities via learn-
ing how to represent the cities. One of the approaches for this
topic is to represent the cities via region embeddings [6, 21, 22].
In this current, researchers address the problem of obtaining a
fixed-dimensional distributed representation of each region in a
city, which is used for a downstream application such as mo-
bility flow prediction and urban functionality extraction. Fu et
al. [21] presented a spatial proximity-based method for region
embeddings, which considers both inter- and intra- region corre-
lation. Another approach to representation learning is to model
the atmosphere of a city [23–25]. Intuitively, the atmosphere of
a town is likely to influence characteristics such as demographics
and crime rates of visitors to the area. Dubey et al. [24] addressed
the problem called urban perception, which focuses on predicting
the superficial atmosphere such as safe or lively from street view
images. Tsubouchi et al. [25] proposed a method to categorize
the mood of POI visitors, such as childlike or businesslike, using
web search queries. Different from these works, we attempt to
quantify the city through the interests of its visitors by utilizing
web search queries tied to user location data directly.

2. Used dataset
2.1 Mobile phone GPS dataset

We used the real-world GPS and query records of users in
Japan stored in the Yahoo! Japan acquired from their mobile
application with acknowledgment from users and privacy pro-
tection. The user GPS coordinates are collected intermittently
during application usage under the precision of 0.001 degrees.
After extracting target users who appeared in particular metropo-
lis regions given a designated period, we further extract their web
search query records collected by the Yahoo! query service. The
collection periods of GPS and web search queries are showed in
Table 1, from which we use the top 10,000 most used queries
from the entire query set.

2.2 User web search query dataset
Previous works usually utilize word embedding techniques to

represent each user query, making it hard to interpret each repre-
sentation element intuitively. Therefore, we regard each query as

Table 1 Regions and data periods extracted from user records

Metropolis region Period of GPS data Period of query
Tokyo 23 wards 2019/10/30 2019/10/29

∼ 2019/11/02 ∼ 2019/11/04
Osaka city 2019/10/30 2019/10/29

∼ 2019/11/02 ∼ 2019/11/04
Kawasaki and Yokohama city 2019/10/30 2019/10/29

∼ 2019/11/02 ∼ 2019/11/04

a low-dimensional vector whose values on each dimension repre-
sent the weights of interest qualities corresponding to the query.
This approach of query representation refers to the psychological
works [26] and performs well in previous urban interest studies as
this 12-d representation enjoys both high expressing ability and
interpretability.

In order to simplify the language semantics for search queries,
we first categorize each query into several general genres with
the help of the Yahoo! query categorization service to make the
query understandable to everyone. Then we further utilize the
crowdsourcing platform to gather user interest scoring on their
impressions towards each general genre. We conclude the fol-
lowing interpretations of each interest:
• trendy(同調欲): Popular culture such as entertainer, idol,

etc.
• curious(好奇欲): News and TV programs to satisfy one’s

curiosity
• unrest(生活安定欲): Jobs and other public affairs in com-

munity
• greedy(金銭欲): Money related activities like investment

and financial management
• shopper(物欲): Manufacturer and shop name that meet

shopping demands
• docile(服従欲): Company, organization and building names

that provide sense of belonging
• entertaining(感楽欲): Entertainment activities including

travelling, music and sports
• knowledgeable(知識欲): Encyclopedia knowledge and ed-

ucation affairs
• love(性欲): Adult contents and sexual services
• upset(生存欲): Medical and health cares, along with parent-

ing and weather
• slack(怠惰欲): Transportation services that facilitate travel-

ling
• hungry(食欲): Restaurants and recipe to statisfy foody
Note that the explanation we list here is corresponding to the

query categories with the largest weights. Usually, a query cat-
egory puts positive weights to several interests at the same time.
Furthermore, when a query belongs to multiple categories, we
average final interests weights of all query categories together to
represent each search query in 12-d vector form.

2.3 Shapefile of Japan metropolises
Geospatial map segmentation is an essential step for urban

analysis because it defines the primary city target to analyze. Ex-
isting works that use the open dataset tend to adopt a city block
segmentation approach where several roads and avenues spatially
define each block. Using such an idea, we alternatively view each

© 2021 Information Processing Society of Japan 2

Vol.2021-MBL-100 No.18
Vol.2021-UBI-71 No.18
Vol.2021-CDS-32 No.18
Vol.2021-ASD-21 No.18

2021/9/3



IPSJ SIG Technical Report

139.5 139.6 139.7 139.8 139.9 140
longitude

35.5

35.55

35.6

35.65

35.7

35.75

35.8

35.85

la
tit

ud
e

0.5

1

1.5

2

2.5

10 5

(a) Extracted user number of each Cho-me in
Tokyo 23 wards
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(b) Used search query of each Cho-me in Tokyo 23
wards
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(c) Average search query per user of each Cho-me
in Tokyo 23 wards

Fig. 1 Shapefile based map segmentation in Tokyo

Cho-me level region in Japan address system as a practical seg-
mentation unit. When analyzing metropolises in Japan, Cho-me
level segmentations provide a natural approach to segmenting the
whole urban region since much urban planning and demographic
statistics in Japan are usually conducted at the Cho-me level first.

We use the open dataset provided by Japanese Government
Statistics on Geospatial Information System *1, which defines
the boundary coordinates for each Cho-me. Fig. 1(a) shows the
extracted user number of each Cho-me in Tokyo 23 wards re-
gion. The related search query number among the most common
10,000 queries by total users in the above Cho-mes is showed
in Fig. 1(b). By dividing extracted user numbers with aggre-
gated query numbers, we can get the average query number for
extracted users as Fig. 1(c) shows.

3. Interests analysis framework
In this section, we introduce the interests analysis framework

in order to capture spatial interests reliably. We partially refer

*1 Statistics on Geospatial Information System
https://www.e-stat.go.jp/gis
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Fig. 2 The overview of spatial interests analysis framework, including ex-
tracting target users, calculating query weights, region interests rep-
resentation and clustering-based interests analysis

to some interests extraction procedures proposed in Sakamoto et
al. [9]. As Fig. 2 shows, our analysis framework consists of
several steps. The details of each steps are as follows: extract-
ing target users (Sec.3.1), calculate query weights (Sec.3.2), re-
gion interests representation (Sec.3.3), clustering-based analysis
(Sec.3.4). In these sections, we further introduce these steps with
their purposes.

3.1 Extract target users
Based on map segmentation of particular urban regions, we ex-

tract our target users as stated in the previous chapter. Each target
segmentation area is noted as l. The overall extracted target area
set is defined as L. The corresponding extracted query set is de-
fined as Q = {q1, ..., qi}, where qi represents a search query.

3.2 Calculate query weights
We define dqi to be the number of users that make query qi

in a given extracted period. To reduce processing cost, we only
take 10,000 most popular queries by sorting on dqi . Then, we
define t

q
(l)
i

as how many users make query qi in the target area l.
Given the parameter λ, we can define the weight for each query
qi towards area l as

w
q
(l)
i

= t
q
(l)
i

log
λ

dqi
(1)

This kind of weight formulation is based on a widely-used doc-
ument feature called TF-IDF [27]. It considers simple word fre-
quencies in a document and regularizes the frequency with in-
verse document frequency. This formulation can make queries
particular to a specific region more prominent than other com-
mon queries.

3.3 Region interests representation
As mentioned in our previous chapter, we present any search

query in a 12-d form u
q
(l)
i

. This representation vector is calcu-
lated by crowd-sourced interests weights on query categories. By
applying the query weight on the query representation, we can
derive the following 12-d interests representation s(l) for area l:

s(l) =

∑
i wq

(l)
i
u

q
(l)
i∑

i wq
(l)
i

(2)

To ensure dimension-wise comparable between any two area
interests, we further standardize s(l) on each interest dimension
w for all target areas L:
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Fig. 3 One example of a 12-d region interests representation in the radar
chart format

p(l)w =
s
(l)
w − s

(l)
w√∑

l(s
(l)
w −s

(l)
w )2

|L|

(3)

Under this formulation, we can discover a target segmentation
area by comparing which interests are prominent with other re-
gions. Fig. 3 shows an area standardized 12-d interests represen-
tation example in a radar chart format. In the chart, red labels
indicate that these interests are above average, and blue labels in-
dicate values below average. Since the target area is located at
the Tokyo station, it is reasonable to find that its slack interest is
relatively higher than other regions’. This kind of rendering for
segmentation interest provides us with an intuitve way to observe
what kind of prominent interest the target area represents within
the whole region.

3.4 Clustering-based interests analysis
We conduct two reliable clustering methods: K-means [28]

and Spectral Clustering [29] on area interests set to extract spa-
tial patterns behind aggregated segmentation area interests across
metropolises regions. K-means clustering approach iteratively
tries to partition area interest representation set into predefined
k non-overlapping subgroups. We assign each area to one kind
of interest cluster to ensure that the sum of the squared distance
between the area interest representation vector and the interest
cluster’s centroid reaches the minimum.

Similarly, Spectral Clustering is a widely used unsupervised
clustering technique, especially in graph-based analysis. We also
determine the cluster number k as the input for Spectral Cluster-
ing. To generalize graph settings required in Spectral Clustering
for our area interest analysis purpose, we use a Gram matrix as the
adjacency matrix A in graph settings where g(p(i),p(j)) denotes
a Gaussian kernel between two interest vectors p(i) and p(j):

A =


1 · · · g(p(2),p(|L|))
...

. . .
...

g(p(|L|),p(2)) · · · 1

 (4)

The Gaussian kernel is showed as below, where the parameter
σ controls the width of the neighborhoods:

g(p(i),p(j)) = exp(−∥p(i) − p(j)∥2

2σ2
) (5)

After defining the adjacency matrix, we can detect interest

clusters by running K-means on rows of the matrix of eigenvec-
tors corresponding to the small eigenvalues of the graph Lapla-
cian computed by our interest adjacency matrix A.

4. Case studies of metropolises in Japan
4.1 Spatial distribution of interests

To better learn the role of each region in metropolis areas, we
conduct the extraction process for spatially standardized region
interests. We first make the map segmentation areas without us-
ing shapefile data, in Fig. 4 we split the 23 wards region into
4296 meshes whose size is around 400 meters. Each color block
represents a segmentation area whose color indicates the stan-
dardized value on twelve interests. The results show that spatial
interest distributions rendered without shapefiles lack insight into
the urban structure, but can also be applied under some situations,
especially when the analysis region is not so vast.

We then consider the shape information into our spatial inter-
ests analysis, as introduced in the previous chapter. Fig. 5 shows
Tokyo’s spatial distribution of visitor interests rendered in heat
map form. Since we adopt twelve kinds of interests represented
by each dimension value, we visualize the interests into twelve
spatial distributions. Note that interests are extracted and calcu-
lated in each metropolis, therefore areas with positive values indi-
cate that they are relatively prominent in these interests compared
with overall areas. Fig. 6 shows the distribution of the spatial
interest for Osaka-city. Fig. 7 shows the distribution of the spa-
tial interest for Kawasaki and Yokohama city. We combine these
two most populated cities in Kanagawa to make the target regions
comparable to Tokyo’s 23 wards regarding population and urban
functionality.

With proper knowledge of city spatial development, we can
verify that some interest distributions perfectly match urban land-
usage patterns. For example, as shown in Fig. 5(k), the interests
of slack mainly concentrate on railways and airport areas. Corre-
spondingly, hungry interest in Fig. 5(l) is relatively high in sub-
urban areas.

Other region-specific interest distribution trends can be found,
for example, docile interest (Fig. 5(f)) concentrates on Mu-
runouchi and Odaiba areas, and knowledgeable interest (Fig.
5(h)) is prominent in the west part of Tokyo, especially near
Odakyu-line. Furthermore, the shopping interests (Fig. 5(e)) of
east regions are relatively more significant compared with west
residential regions.

4.2 Regional pattern extraction
In this part, we conduct several clustering-based case studies

on the interest distributions derived in the previous section. In or-
der to verify that the adopted two clustering methods are reliable
for the 12-d interest values, we first visualize the data distribution
by T-SNE [30], which is a popular statistical method for visual-
izing high-dimensional data in a two-dimensional map. Fig. 8(b)
and Fig. 9 show the two methods based clustering results along
with their corresponding low dimensional visualization. We can
conclude that K-means method leads to better-separated results
on interest distributions than Spectral Clustering. Nonetheless,
we also adopt Spectral Clustering due to its reliable clustering
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(a) Trendy
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(c) Unrest
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(d) Greedy
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(e) Shopper
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(f) Docile
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(g) Entertaining
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(h) Knowledgeable
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(i) Love
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(j) Upset
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(k) Slack
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(l) Hungry

Fig. 4 The spatial distributions of 12 interests across 400 meter meshes in Tokyo 23 wards
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(a) Trendy
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(e) Shopper
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(f) Docile
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(g) Entertaining
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Fig. 5 The spatial distributions of 12 interests across Tokyo 23 wards

property on other pattern extraction studies.
As Fig. 10 shows, we also discuss how cluster number affects

the pattern distribution. We use three common cluster numbers
from 3 to 5 and make an analysis on the Tokyo region as an exam-
ple. We find that small number of clusters can distinguish com-
mercial areas from residential ones based on spatial distributions.

When the clustering pattern increases, deeper spatial trends are
disclosed. For example, Tokyo’s northeast and northwest regions
have been divided into two clusters, although they appear to be
the same residential areas in Tokyo.
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Fig. 6 The spatial distributions of 12 interests across Osaka city
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Fig. 7 The spatial distributions of 12 interests across Kawasaki and Yokohama city

4.3 Inter-city interest patterns
We extend our clustering analysis to all three metropolises. It is

significant to observe both common interest patterns and different
ones by our analysis framework. Here we regard each mean in-
terest representation as to the representation of each cluster. The
number and value of positive interests and negative interest for

each mean point can be significant to show spatial homogeneity
across these metropolises. Fig. 11 shows the spatial clustering
as well as the mean interests for each cluster. To ensure inter-
pretability, we choose three clusters for each metropolis.

Based on the results, it becomes obvious that clustering on
our spatial interests distribution can find several significant pat-
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Fig. 8 Spatial interests K-means clustering and visualization under 4 clus-
ters on Tokyo 23 wards

(a) Spectral Clustering (b) T-sne visualization of Spec-
tral clustering results

Fig. 9 Spatial interests Spectral Clustering and visualization under 4 clus-
ters on Tokyo 23 wards

(a) k=3 (b) k=4

(c) k=5

Fig. 10 Spectral clustering on Tokyo areas under different cluster numbers

terns. We conclude that the first centers shown in the first column
of radar charts capture the characters of high population areas.
For example, the core two positive interests are slack and unrest,
whose areas are orange on the map, mainly correspond to railway
areas. Furthermore, the second center shows the same high values
in trendy, sexual, and curious interests, reflecting the local hap-
piness demands for the visitors there. The third center is almost
the same among all three metropolises because they represent the
residential areas where people mainly intend to enjoy their basic
demands on living, money, food, and trends.

5. Conclusion
Our case study employs a pipeline with several processing and

analysis steps to discover spatial interest distribution based on the
real-world massive web search query and location data. Spatial
interests distribution in metropolises is rendered in several ways

to make the results significant and insightful for us to learn better
about each city.

By comparing the result with prior expert knowledge of real-
world metropolises’ development history, we confirm that our
case studies can reflect specific actual patterns without extensive
field investigation studies.

As our future work, we plan to consider temporal factors
into city interests learning to clarify further how urban interests
change during special periods during holidays or the COVID-19
epidemic. Currently, we select the period as weekdays to char-
acterize more about working places. This researching approach
will require finding more evidence for how cooperation distribu-
tion correlates with urban interests distribution.

To extend the application of our case studies, we need to con-
sider more urban spatial patterns in our framework design. As
for future work, we also plan to take other regional attributes like
house prices and different demographics into evaluation.
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Fig. 11 Spatial clustering results and corresponding mean interests for K-means (k=3)
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