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Abstract: This paper proposes a Bayesian Inference for mixture of sparse linear regression models with the exchange
Monte Carlo method. Mixture of linear regression model is a hybrid machine learning model that simultaneously per-
forms clustering and linear regression. Mixture of sparse linear regression model imposes sparsity on the regression
parameters and is expected to be applied to the analysis of real data in the field of materials science. The proposed
method calculates the mixture ratio of each cluster, the label of each data point, and the posterior distribution of the
sparse regression parameters by Bayesian inference using the exchange Monte Carlo method. Model selection based
on the Bayesian free energy determines the appropriate number of mixtures of clusters. Experiments on artificial data
confirmed that we obtained an appropriate posterior distribution of the parameters and showed appropriate model se-
lection results. We applied our method to the data on aluminum alloys in materials science, and model selection and

parameter estimation were performed by Bayesian inference.
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1. Introduction

Mixture of regression model [1] clusters given data and per-
forms regression within each class. This model extracts the struc-
ture that exists behind the data without directly dividing the data
space. It is considered to be an important model in data-driven
science. Among them, the Mixture of sparse regression model
is expected to improve the simplification, the clarification, and
the interpretability of the model itself by assuming sparseness for
regression parameters in each class.

Various methods have been proposed for the inference of Mix-
ture of sparse regression model. Khalili et al. and Stadler et al. de-
rived Expectation Maximization (EM) algorithms for obtaining a
Maximum a posteriori (MAP) solution by regularizing Least ab-
solute shrinkage and selection operator (LASSO) and Smoothly
clipped absolute deviation (SCAD) for the regression parame-
ters [2], [3]. Blekas et al. proposed a mixture of sparse poly-
nomial regression model for time series data [4]. This study as-
sumed a Gaussian distribution for each element of the regression
coeflicients to induced sparseness, and derived an EM algorithm
to obtain a MAP solution. Furthermore, in Ref. [5], a mixture of
regression model in which each component is a multi-kernel of
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Relevance vector machine was proposed and an EM algorithm
was derived for obtaining a MAP solution. These studies consti-
tute algorithms for obtaining MAP solutions and cannot handle
the uncertainty of the obtained parameters. A method based on
the Bayesian information criterion (BIC) has been proposed for
the estimation of appropriate mixture numbers [5]. However, it
is known that asymptotic normality does not hold in a statistical
model with hierarchical structure such as a neural network and
a mixture model focused in this study, and belongs to a singular
statistical model [6], [7]; therefore, it is doubtful whether BIC is
appropriate for model selection.

Zhang et al. performed Bayesian inference for Mixture of
sparse linear regression models using Gibbs Sampling and imple-
mented model selection using Reverse Jump Markov chain Monte
Carlo (RIMCMCO) [8]. Lee et al. also performed Bayesian infer-
ence for mixture of sparse linear regression models using Gibbs
Sampling and model selection based on BIC and Akaike informa-
tion criterion (AIC) [9]. However, it is doubtful whether AIC is
also appropriate for model selection in singular statistical model.

In this study, we propose an implementation of Bayesian in-
ference for a mixture of sparse linear regression model with sam-
pling by the exchange Monte Carlo method. The exchange Monte
Carlo method avoids the local optimal solution and allows us to
perform global sampling from the posterior distribution of pa-
rameters. Furthermore, it is possible to calculate Bayesian free
energy based on the obtained sampling series, which enables us
to perform model selection of the number of mixtures in a mix-
ture of linear regression model. The proposed method is vali-
dated with artificial data and applied to the problem of regression
for material design and properties in materials science to show its
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effectiveness.

The rest of this paper is organized as follows. Section 2 deals
with mixture of regression models and mixture of sparse linear
regression models with sparsity introduced into the regression
coefficients. Furthermore, an exchange Monte Carlo method is
described. In Section 3, simulation of the proposed method on
artificial data and simulation of the proposed method on exper-
imental data in materials science are described and the results
are discussed. Finally, in Section 4, the future prospects are dis-
cussed.

2. Bayesian Inference for Mixture of Sparse
Linear Regression Model

In this section, we describe the formulation of generative
model and Bayesian inference of mixture of sparse linear regres-
sion models.

2.1 Mixture of Linear Regression Model

First, we describe the mixture of linear regression model. The
model assumes that given data are generated from multiple prob-
ability models, and deals with the task of estimating the probabil-
ity model from which each data point is generated (clustering) as
well as the task of estimating the parameters of each probability
model. Now suppose that N pairs of d,-dimensional input vectors
x,, and d,-dimensional output vectors y,, are given (n = 1,--- , N).
Denote this as D = {X, Y} = {x,, y,,}ﬁ’:l. Assuming that each data
is generated from a mixture of K probability models, let s, be a
K-dimensional discrete variable vector s, € {0, 1}X, such that the
element indicating the mixture to which the data belong is 1 and
the others are 0. Then, the overall probability model can be ob-

tained using the mixture ratio & = (71, -+ ,7g)7, Z,’f:l =1 as
follows:
N K
p 81X K, 0) = [ || | trep@als. 6001 (M
n=1 k=1
where 6, is a parameter of the k-th class, ® = {6;,---,60k} is

a set of parameters, and s, is the k-th element of the n-th hid-
den variable s,. The hidden variable S = {s,l},’l\':1 is assumed
to occur stochastically according to the mixture ratio 7. We
also assume a linear model y = W;x between input and output.
Wy € R%*? is a weight parameter of the k-th model, and collec-
tively W = {Wk}f:l. In this model, let ® = {&, W} and estimate
the parameters ® and the hidden variable S.

A graphical model of mixture of linear regression model is
shown in Fig.1. From Fig. 1, the data generation process can
be written as follows:

(1) Mixture number K is derived from the prior p(K).

(2) Mixture ratio mr is derived from the prior p(x|K).

(3) Weight parameters W are generated from the prior p(W|K).
(4) Input X is given.

(5) Hidden variables S are generated from the prior p(S|r).
(6) The output Y is generated from the following relation:

K

Yo = D s (Wiky) + €, @
k=1

where €, is a noise vector.
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Fig. 2 Graphical model of mixture of sparse linear regression model.

2.2 Introducing Sparsity

This section describes a mixture of sparse linear regression
model in which sparsity is imposed on each model parameter of
the mixture of linear regression model. We introduce indicator
vectors V = {Vk},’f:l, Vi € {0, 1})%*4xwhere each element is a
binary variable for each element of the weight parameter in each
stochastic model, taking 1 when the element is used and O when it
is not used. Using the indicator vectors, we define the relationship
between each input and output as

K
Yo = D sud(Wico Vox,} + €, 3)
k=1

where o is the element-wise product. Indicator vectors V are as-
sumed to be generated from the prior p(V|u, K) conditioned on
the hyper-parameter u € (0, 1), which controls the sparseness. A
graphical model of this model is shown in Fig. 2. As in the previ-
ous section, the process of generating the data is

(1) Mixture number K is derived from the prior p(K).

(2) Mixture ratio 7 is derived from the prior p(x|K).

(3) Weight parameters W are generated from the prior p(W|K).
(4) Indicator vectors V are generated from the prior p(V|u, K).
(5) Input X is given.

(6) Hidden variables S are generated from the prior p(S |rr).

(7) The output Y is generated from the relation (3).

In this model, let ® = {W, V, &} and we estimate ® and S.
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2.3 Bayesian Inference

For each input and output (x,, y,) in a mixture of sparse linear
regression model, we assume that Gaussian noise €, with mean 0
and variance covariance matrix ¥ = Diag(o-%, e ’U(Ziu) is added.
The likelihood function p(Y, S|X, ®, K) for the output ¥ and the
hidden variables S in this model is

p(Y.S1X,0,K) =

=

{mp@alxn, O}
1

n

1=
=1

N Yl (Wi 0 Viox,, D™, (4)

Il
—_
o~

Il

1

G

where N(u,X) is the Gaussian distribution of the mean y and
variance covariance matrix X. Then, the error function E(®, S)
of this model is defined by negative logarithm of likelihood func-
tion p(Y,S|X, ®, K) as follows,

N K d )
E®,S:;K) = Zzsnkz = {yi = @i 0 03)" )

n=1 k

<

dy K
N
+3 Z log 2702 — ; Nilog g, 5)

where Ny is the number of data points belonging to k-th class,
w; and vy are i-th row of W and Vj respectively, and y,; is i-th
element of y,. In Bayesian inference, each parameter is treated
as a random variable. Firstly, we assume that the value of K is
given. The posterior distribution p(®, S|D, K) of the parameters
® = {W,V,n} and the hidden variable S given the training data
D = {X,Y} and the number K of mixture can be written using
Bayesian theorem as follows:

(Y, S1X, 0, K)p(O|K)
p(YIX,K)

P®,5|D,K) =

e E(©,S;K)) p(B|K 6
= 7D) xp (—E( ) p(OIK). (6)
where p(®|K) represents the prior distribution of the parameter ®
and the normalization constant Zx (D), also called the marginal
likelihood, is expressed in the following way;

Zg(D) = fexp (-E(0,S5;K)) p(0|K)dOdS. @)

In Bayesian inference, the negative logarithmic marginal likeli-
hood —log Zx(D) is called Bayesian free energy, and it is used
in model selection. From the Bayesian free energy, posterior dis-
tribution p(K|D) of the number of mixture can be calculated as

follows:
P(DIK)p(K)
KD)=—-
p(K1D) )
o« p(DIK)p(K) = Zg(D)p(K), 3

where p(K) is the prior distribution of the number of mixture
K. However, it is difficult to analytically calculate the Bayesian
In this
study, Bayesian free energy is calculated numerically using the

free energy because of the integration of parameters.

exchange Monte Carlo method.
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2.4 Calculation of Bayesian Free Energy

The Markov chain Monte Carlo method enables us to obtain
the normalized constant such as the marginal likelihood in Eq. (7).
An auxiliary variable  is introduced and zx(f) is defined as fol-
lows:

& (B) = f exp (—BE(®, S; K)) p(®|K)dOdS. )

Here, 0 < 8 < 1 is a parameter called inverse temperature, and
from the definition, zx(0) = 1, zx(1) = Zg(D) is clear. To obtain
zx (1) numerically, we consider the inverse temperature sequence

0=p1 <Pa<-<Pr1<PfrL=1and
zkBr) _ zxkBr-1) 2k(B2)
1) = LKP2)
() zk(BL-1) X zk(BL-2) o zx(B1)
_ ﬁ 2k (Br+1)
zx(Br)

l—l U [ exp (—Bi1 E(©, S ; K)) p(©K)dOdS
[ exp(-BIE(©, S K)) p(O|K)dOdS

l“'

(exp( Br+1 = BDE®, S K))) g5 - (10)
1

This indicates that the marginal likelihood is obtained as the ex-
pected value of the following probability distribution:

9(0,5;B) < exp (=BE(0, S ; K)) p(O|K). an

Using the exchange Monte Carlo method, it is possible to obtain
the value of Eq. (10) depending on the samples obtained [10].

2.5 The Exchange Monte Carlo Method
The exchange Monte Carlo method is one of the Markov chain

Monte Carlo methods, which enables us to sample around the

global optimal solution even in problems with local solutions.

The specific algorithm of the exchange Monte Carlo method is

shown below.

(1) We perform Monte Carlo sampling such as the conventional
metropolis method or Gibbs sampling from multiple proba-
bility distributions {g(®;, S ;; B} ;.-

(2) Decide probabilistically whether or not to exchange the pa-
rameters {©, S}, {®11,S5 41}, of the neighboring distribu-
tions with the following probability u.

u = min(1,v)

_ q4O11, 8 111: 09O, S 1; Bre1)
q(©1, 8 1;809(O111, S 1415 B+ 1)

= exp ((Bi+1 — BIEO1, S 151: K) — E(©,51;K))) .

By alternately repeating the procedure (1) and (2) above, a
sequence of samples {{®, S5}, - ,{0., S }} at each temperature
is obtained.

Label-switching [11], in which the uniqueness of the order of
classes is lost by the exchange operation, is a problem in parame-
ter estimation of mixture models using the exchange Monte Carlo
method. In this study, we re-labeled with the method shown in

Section A.2
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3. Simulations

In this study, numerical simulations of the proposed method
are conducted on artificial data and real data of material science.
In this section, the simulations and the results are discussed.

3.1 Numerical Simulation on Artificial Data

Firstly, numerical simulations were conducted on artificial
data. For the generation of the artificial data, the number of mix-
tures was set to K = 3, and the dimensions of the input space and
output space were set to d, = 16 and d, = 1. The number of train-
ing data is set to N = 300. The variance of the observed noise is
set to o-% = 0.1, and the hyper-parameter u for the sparseness is
fixed at u = 0.5. The prior distribution of each parameter is set as
follows:

pP@IK) = p(WIK)p(VIK, 1) p(x|K)

K K
pWIK) = [ | pwio) = [ [ N@wlo. 1, (12)
k=1 k=1
K d,
PVl K) = [ [ [ Ben(ialt - o) (13)
k=1 I=1
K d.
- l_[ “(l_ulkl)(l _ “)Ulkl’ (14)
k=1 I=1
1 K
p(n|K) = Dir(rla) = ) B LU (15)
a=(1l,---,) eRX, (16)

where vyy; is I-th element of vy;. The prior distribution p(K) of
the number of mixture K is set to the uniform distribution from
K=1toK=6.

Figure 3 shows the artificial data generated according to the
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Fig. 3 Examples of generated artificial data (N = 300): The horizontal axis
of each figure shows the one-dimensional x; (i = 1,---,d,) with
input variables, and the vertical axis shows the output y. The first
element of the input variables is always taken to be 1. This means
that the first element of the weight parameter w; of each class cor-
responds to the intercept of the regression hyperplane.
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graphical model shown in Fig. 2. One hundred simulations were
conducted to generate artificial data, perform parameter estima-
tion and model selection. The number of replicas in the exchange
Monte Carlo method was set to L = 96. 20,000 samples were ob-
tained by the exchange Monte Carlo method, and the first 10,000
samples were discarded as burn-in period. See Section A.1 for
the specific updating rules of the exchange Monte Carlo method.

The results of the numerical simulations for artificial data are
described below. Figure 4 shows the results of the model selec-
tion based on Bayesian free energy in one case of 100 simula-
tions. From Fig. 4, we can see that the appropriate mixture num-
ber K = 3 is selected. Therefore, the simulation results for K = 3
are presented below. Figure 5 and Fig. 6 respectively show the
sampling results for the mixture ratio r and the weight parameter
W o V. Figure 5 shows that the sampling of the mixture ratio 7 is
performed near the true value. In addition, Fig. 6 shows that the
sampling results for the weight parameters are around the true
value. The posterior distribution of the mixture ratio 7 and the
weight parameter W o V are unimodal thanks to the appropriate
removal of label switching.

Next, in the same simulation in Fig.3, 50 sets of indicator
vectors with high sampling frequency were extracted, and Fig.7
shows the indicator vectors V when they were sorted in the or-
der of frequency. Figure 7 shows that the most sampled indicator
vectors match the true indicator vectors. This indicates that the
proposed method performs accurate variable selection.

Finally, the results of 100 times model selection experiments
are shown in Fig. 8. Figure 8 shows that the correct mixture num-
ber K = 3 could be selected 98 times out of 100 times. This

20000 Li 5
—— Free energy :
17500 A
= p(K|D)
15000 o8 5
<
3 12500 Los 2
@ ]
G 10000 - 5
8 g
£ 7500 A o4
-
=
0.2
2500 A
0 - - - - - 0.0
1 2 3 4 5 6

The number of mixtures

Fig.4 Bayesian free energy and posterior probability of mixture number K:
The line in the figure shows Bayesian free energy, and the bar chart
shows the posterior probability of mixture number K, p(K|D).

sample
¥ true value

l'[1=1

m=1 m=1

Fig. 5 Sampling results for mixture ratio r (K = 3).
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Fig. 6 Sampling results for the weight parameter W o V (K = 3): The hori-
zontal axis shows the axis w; (i = 1,- - - , d) for each dimension of the
weight parameter and the vertical axis shows the sampling frequency.
Values where the corresponding element of indicator vectors is zero
are excluded from the figures. The vertical line in each figure shows
the true value.

Frequency
10°
102
10!
true class 1
1 - = n a - = = ]
1 e e e =i |
true class 2
- — el
L}
= = == —
true class 3

Fig. 7 The pattern of 50 frequently sampled indicator vectors: The top panel
shows the number of times sampled, and the three right panels below
show the actual indicator vectors sampled, respectively. The three
left plots show the true indicator variables, where black color indi-
cates 0 and white color indicates 1.
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Fig. 8 Results of 100 times model selection simulations: The horizontal
axis shows the number of mixtures K, and the vertical axis shows the
number of times the mixtures were selected by Bayesian free energy.
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Fig.9 The regression results of training and test data: the left hand side
shows regression result for training data, and the right hand side
shows that of test data. The horizontal axis and the vertical of each
graph represent the true output and the output predicted from the in-
put data using the trained parameters, respectively.

shows that the proposed method can estimate the correct mixture
number from Bayesian free energy.

We conduct additional simulations to confirm prediction per-
formance of our model. Three hundred test input vectors and
their class labels are generated in random. In simulations on ar-
tificial data set, since the true weight parameters are known, we
obtain true output values. Predicted outputs are calculated using
optimal weight parameters: the weight parameters are obtained
sample series of the exchange Monte Carlo method, and mini-
mize error function for the training data the most. From Fig. 9,
we confirm our method can correctly predict output value.

3.2 Numerical Simulation for Material Data

In this simulation, the proposed method is applied to the ex-
perimental data summarizing the manufacturing conditions and
product characteristics of 7,000-series aluminum alloys in mate-
rials science. The input is a 16-dimensional variable, d, = 16,
that corresponds to the composition and process conditions. The
output is a 3-dimensional vector, d, = 3, representing the func-
tion of the aluminum alloy. Summarizing our simulation setting,
we use 17-dimensional weight parameters W = {W; € R3}f= I
and indicator vectors V = {o; € {0, 1}**'7}£ | which are added to
the intercept parameters. In order to guarantee the confidential-
ity of the data, each input and output name is discussed without
mentioning them, and the experimental values are also discussed
in terms of values that have been pre-processed by standardiza-
tion and other means. The prior distribution of each parameter is

set up as follows:

pOIK) = p(WIK)p(VIK, 1) p(x|K)

K 4, K 4
pWIK) = [ ] [ pw) = [ [] [V@ui0, 10x 1),
k=1 i=1 k=1 i=1
Kt " i
pVin K = [ [ T | Berntoualt =
k=1 i=1 I=1

a=(,---,D" eRrk,

The prior distribution p(K) of the number of mixture K is set to
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the uniform distribution from K = 1 to K = 12.

In the simulation, N = 297 data points were used. Since the
output is multidimensional, the noise variance of the first and sec-
ond element is set as 0'% = 0'% = 0.01, one of the third element is
set as o-% = 0.04, and the value of the hyper-parameter y is fixed
at 4 = 0.5. The number of replicas of the exchange Monte Carlo
method was set to L = 128. The appropriate number of mixtures
is estimated between K = 1 to K = 12. We obtained 50,000 sam-
ples by the exchange Monte Carlo method and discarded the first
25,000 samples as burn-in period.

Simulation results for model selection with free energy are
shown in Fig. 10. From Fig. 10, we can see that the appropriate
mixture number is K = 3.

Therefore, we discuss the simulation results for K = 3 be-
low. Figure 11 shows the sampling results for the mixture ratio .
Compared to the sampling for the artificial data shown in Fig. 5,
there is a large variance in the sampling, but we can see that the
sampling was performed mainly at certain points. In addition,
Fig. 12 shows the sampling results of the weight parameters for
the first output ;. Comparing these results to those for the artifi-
cial data, The histogram has larger variance than that for artificial
data. However, some posterior distribution such as the weight pa-
rameter w are peaky and has good confidence accuracy. Hence,
we can see that the corresponding input has the importance for
regressing the output y;, which becomes a feedback information
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| K|D,
3000 1 p(K|D)
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T
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o
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2250 A
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2000 A
r0.2

17504

0.0
1 2 3 4 5 6 7 8 9 10 11 12

The number of mixtures
Fig. 10 Bayesian free energy for mixture number K in material data: The
line shows the Bayesian free energy, and the bar chart is the pos-
terior probability of the number of mixture K, p(K|D) calculated
based on the Bayesian free energy.

sample

m=1 m=1

Fig. 11 Sampling results for the mixture ratio 7 at K = 3: The black dots in
the figure represent the sample.
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for experiments for materials science.

Figure 13 shows 50 indicator variables with high sampling
frequency, which were extracted and sorted in the order of fre-
quency. Unlike the results for the artificial data in Fig.7, there
was a large variation in the indicator variables sampled, but there
was also a large number of specific indicator variables used, sug-
gesting that feature selection by class functioned properly.

Figure 14 illustrates the regression accuracy for the data. The
regression performance of the third output is worse than that of
the first and second outputs, and this is thought to be due to the
fact that a large noise variance was set for the third output only. In
order to discuss the appropriateness of this setting, it is important
to estimate the noise variance within the framework of Bayesian
estimation, and this is an issue to be addressed in the future.

Result of additional simulation is shown in Fig. 15. In this sim-
ulation, we conduct 10-hold cross validation using the same ma-
terials data set. We plot predicted output values of test data of
all cross validation subset. From Fig. 15, some of the third out-
puts have large variance, however, other output values can be pre-
dicted roughly.

4. Conclusion

In this paper, we proposed a Bayesian inference for a mixture
of sparse linear regression model using the exchange Monte Carlo
method. The proposed method is able to obtain appropriate pos-
terior distributions of parameters for artificial data. The number
of mixture is appropriately selected by a model selection based on
using Bayesian free energy. The proposed method was also ap-
plied to the data on aluminum alloys in materials science, and we
were able to estimate the appropriate mixture number and each
parameter.

m i
1 o

{
o %5 oo o5 10 1s
waght wio

Fig. 12 Sampling results for the weight parameter W o V at the first output
y) at K = 3: Histograms of the weight parameters, excluding the
intercept parameter, where the horizontal axis of each figure shows
the axes of each dimension wy; (i = 1, - - , 16) of the weight param-
eter and the vertical axis shows the frequency of sampling. Samples
are excluded from the figures if the corresponding indicator variable
is zero.
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Fig. 13  The 50 most frequently sampled indicator vectors for each output: from left to right, these figures
relate to the first, second and third outputs and are viewed in the same way as in Fig. 7.
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Fig. 14 Graphs showing the fit for the data used: from left to right are the
graphs of the first, second and third outputs. The horizontal axis
of each graph represents the true output and the vertical axis is the
output predicted from the input data using the trained parameters.
The closer the line in the figures, the better the fit of the prediction.

Output 1 Output 2 Output 3

Predicted value

&
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e e

Fig. 15 The result of 10 hold cross validation: from left to right are the
graphs of the first, second and third outputs. The horizontal axis
and the vertical of each graph represent the true output and the out-
put predicted from the input data using the trained parameters, re-
spectively. The points of all test subsets are shown.

This work constructs an exact Bayesian estimation algorithm
of mixture of sparse linear regression model. One of our contribu-
tions is that it is possible to compare the effectiveness of previous
algorithm such as previous study [5] with that of exact Bayesian
estimation. Such comparison is important in constructing faster
approximation algorithm, and we address this issue as a future
work.

This work deals the mixture of linear regression model, of
course we can introduce non-linearity in this model like previous
study [9]. In that case, it is important to consider larger frame-
work of model selection problem that discuss appropriate model
whether linear or non-linear, which is also addressed as a future
work.

In this research, the variances of the noise were treated as a
constant. In the future, we need to estimate the noise variance for
each class.

Acknowledgments This work was supported by the Coun-
cil for Science, Technology and Innovation (CSTI), Cross-

© 2021 Information Processing Society of Japan

Ministerial Strategic Innovation Promotion Program (SIP), “Ma-
terials Integration for Revolutionary Design System of Structural
Materials” (funding agency: JST).

References

[1] ~ Sylvia, R. and Green, PJ.: On Bayesian analysis of mixtures with
an unknown number of components (with discussion), Journal of the
Royal Statistical Society, Series B, Vol.59, No.4, pp.731-792 (1997).

2] Khalili, A. and Jiahua, C.: Variable selection in finite mixture of
regression models, Journal of the American Statistical Association,
Vol.102, No.479, pp.1025-1038 (2007).

[3] Stadler, N., Biihlmann, P. and Van De Geer, S.: {,-penalization for
mixture regression models, 7est, Vol.19, No.2, pp.209-256 (2010).

[4] Blekas, K., Nikolaos, G. and Aristidis, L.: A sparse regression mixture
model for clustering time-series, Hellenic Conference on Artificial In-
telligence, Springer (2008).

[5S]  Blekas, K. and Aristidis, L.: Sparse regression mixture modeling with
the multi-kernel relevance vector machine, Knowledge and informa-
tion Systems, Vol.39, No.2, pp.241-264 (2014).

[6]  Watanabe, S.: Algebraic Analysis for Non-identifiable Learning Ma-
chines, Neural Computation, Vol.13, No.4, pp.899-933 (2001).

[7] Yamazaki, K. and Watanabe, S.: Singularities in mixture models and
upper bounds of stochastic complexity, International Journal of Neu-
ral Networks, Vol.16, No.7, pp.1029-1038 (2003).

[8] Wei, L. et al.: Model selection in finite mixture of regression mod-
els: A Bayesian approach with innovative weighted g priors and re-
versible jump Markov chain Monte Carlo implementation, Journal of
Statistical Computation and Simulation, Vol.85, No.12, pp.2456-2478
(2015).

[9] Lee, K.-J., Chen, R.-B. and Wu, Y.N.: Bayesian variable selection for
finite mixture model of linear regressions, Computational Statistics &
Data Analysis, Vol.95, pp.1-16 (2016).

[10] Nagata, K., Sugita, S. and Okada, M.: Bayesian spectral deconvolu-
tion with the exchange Monte Carlo method, Neural Networks, Vol.28,
pp-82-89, Elsevier (2012).

[11] Ajay, J., Holmes, C.C. and Stephens, D.A.: Markov chain Monte
Carlo methods and the label switching problem in Bayesian mixture
modeling, Statistical Science, pp.50-67 (2005).

Appendix
A.1 Sampling Update Rules

In this section, we present the sampling update rules from the
probability distribution ¢(®; ;) of a mixture of sparse linear re-
gression model at each temperature. The graphical model in
Fig. 2 shows that the overall distribution of the entire model is

p(D,0) = p(X,Y, W, V,§,m)
= p(K)p(WIK)p(VIK, ) p(a|K)
- p(Slm, K)p(Y1X, W, V, §)p(X). (A.D)
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The target distribution at inverse temperature S is
q(W, V. 7,8 ) e exp (=BE(®, S ; K)) p(O|K), (A2)

corresponding to Eq. (9), but it is difficult to sample all the param-
eters of ® and S at the same time. Therefore, we perform Gibbs
sampling as

WD~ p(Wv®, §O_70; X y), (A.3)
VD~ pvIwD 5O 70: X, v), (AD
SED L p(S|WEED YD 20, x )y, (A.5)
D < p(a WD YD g, x (A.6)

where (i) and (i + 1) denote the i, i + 1-th sample, respectively.
In the following subsections, we will show the updating rules for
the sampling of Egs. (A.3) to (A.6).

A.1.1 Update Rules of Weight Parameters W

For the weight parameters W, we perform the following
Metropolis update. When only those dependent on the weight pa-
rameters W in the overall distribution in Eq. (A.1) are extracted,
we get

p(WIVO §D 70 X )
o p(YIX, W, VO S DY p(w)

N
B l_[ ! {N (yni|(wik o vik)Txn,O_iz)}/i’s,,k

K
<[ ] [Nl ). (A7)
Here, the adoption rate of the transitions to the candidate of the
i-th sample W with small variations on the i-th sample W,
WD = w4 A, (A.8)
is set to min{1, r} using the

_ p(Y|X, WD, V(i)’Sm)ﬁp(W(M))
T p(YIX, WO, VO, § DY p(W D)

s (A.9)
and the adoption of the transitions is determined probabilistically.

A.1.2 Update Rules of Indicator Vectors V
Extracting the terms depending on the indicator vectors V in
Eq. (A.1), we get
pVIWD, 8O 70X, Y)
o p(YIX. WD V.S OF p(Viw)

N K 4
= {N (ym‘|(wik ovi) X, 0 ?)}ﬁ%k
n=1 k=1 i=1
K dy d,
X l_l l_lﬂl_vik[(l — )" (A.10)
k=1 i=1 I=1

where v;; denotes the /-th element of indicator variables v;. In
updating the indicator vectors V, after calculating the posterior
probability of each element becoming O and 1, respectively, its
value is determined according to the posterior probability. Let v
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be the element of V of interest, the posterior probability for vy is

o
P = 0w, 59)

K
o [ TN (v @ic 0 0" x,.07)) ™ . and (A.11)
k=1
P = 1|w§,i+1)75(i))
K
o (L= [ [N (il @ic o0 )™ (A1)
k=1

respectively. In Egs.(A.11) and (A.12), v}, is the value of
vi in V@ as 0 and 1, respectively. The posterior probability
P WD SO 7. X ¥) can be obtained by calculating the val-
ues of Egs. (A.11) and (A.12) and normalizing them. According

(i+1) -

to this posterior probability, the value of v, is determined prob-

abilistically.

A.1.3 Update Rules of Hidden Variables S

For all the hidden variables s, (n = 1, --- , N) corresponding to
all data points, the posterior probabilities are calculated and prob-
abilistically updated using the following procedure. In Egs. (A.1),
the terms depending on the hidden variable s, is extracted as fol-
lows:

P WD, vED 20X, y)

i+1 i+1) |BSnk
{Pniben w0 pis,lnf’

:l\s.

1o

- I

» i+1 i+1)\T 2 n
7PN il @ 0 o) x,, 2P,

(A.13)

»
i
L

i

Calculate this value for all possible s, values, and by nor-
malizing the sum to be 1, we obtain the posterior probability
(s | WED yiD 7@. X y) of s,. Using this posterior probabil-
ity, §, is determined probabilistically.

A.1.4 Update Rules of Mixture Ratio 7

The mixture ratio zr is assumed to be a Dirichlet distribution
as a prior distribution. Therefore, the posterior distribution of the
mixture ratio 7 in simulations of our study is also the following
Dirichlet distribution:

palwE DD gD X y) = Dir(nle),
@= @GN + L,AN, + 1,--+ ,BNg + 1T,

(A.14)

where N is the number of data points belonging to class k. We
sample from the above distribution when updating 7.

A.2 Removal of Label Switching

The exchange of parameters between neighboring tempera-
tures in the exchange Monte Carlo method results in uncertainty
in the class label order in the samples. In this study, we sort the
class labels to achieve consistency in the class label order be-
tween samples. We now briefly explain the case where K = 3.
Let @ = {S*, W*, V*, "} be the parameter sample that best mini-
mizes the errors defined in Eq. (5). With ®" as the reference point,
we perform the following sorting:
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(1) Forw}, o v}, and w), o v}, in the i-th sample, we assign label
1 to the class k; that maximizes its inner product,

(2) Similarly, for two classes other than class k;, we compute
inner product of (w}, o v},) and assign label 2 to the larger
class and label 3 to the smaller one.

ki = arg max(w, o v Wi, ovl) (A.15)
(3) Repeat (1) and (2) above for all samples.

By sorting in this way, we can solve the uncertainty of class label
order in the exchange Monte Carlo method.
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