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#### Abstract

Using quantum circuits for supervised machine learning is one potential way to harness quantum advantage for Noisy Intermediate-Scale Quantum hardware. Many implementations and algorithms have been proposed and studied for quantum circuit learning, but the learnability and generalization ability of quantum circuit ansatz is not well-understood yet. In this work, we study the relation between the circuit ansatz, the expressive power, and the PAC-learnability of quantum circuit learning. The model complexity and generalization ability are studied using a KL-divergence based measure, a VC-dimension upper bound, and various numerical simulation. Our result provides a way to understand the learnability of quantum circuit.
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## 1. Introduction

The quest for artificial intelligence and the study of machine learning started with a quesiton asked by Alan Turing: "Can machines think?" [1]. Recent advance of machine learning [2] shows that classical computers can outperform human players in a computationally hard game GO [3], and recent demonstration of Noisy Intermediate-Scale Quantum (NISQ) [4] hardware shows that quantum information processors could outperform classical processors [5]. At this point, it is reasonable to ask a question: "Can quantum machines learn?"

We are interested in the learning capability of near-term quantum devices on the classical machine learning tasks [6], [7]. For NISQ hardware, applying variational quantum circuit [8], [9] for hybrid quantum-classical supervised machine learning leads to the quantum circuit learning (QCL) method [10]. There are recent efforts toward the understanding of expressitivity and model complexity of QCL [11], [12], [13], [14], [15], [16]. The learnability of machines can be understood with the Probably Approximately Correct (PAC) model proposed by Valiant [17]. If a learning machine has too much model complexity, it is possible to overfit the data and the generalization ability would be bad. For classiciation tasks, Vapnik-Chervonenkis (VC) theory [18] can be used to establish the generalization ability by using the VC dimension [19]. For regression tasks, the pseudo-dimension [20] and the fat-shattering dimension [21], [22] could be used.

[^0]Our recent study gives a VC dimesnion upper bound in terms of circuit width and circuit depth, and provides a recipe to control the model complexity of QCL [23], [24]. In this report, we present a summary and some further discussions and investigations related to the expressibility and learnability. Previous learnability results for quantum machine learning are based on fat-shattering dimension [25], pseudo-dimension [26], or quantum sampling complexity [27]. Another VC-dimension upper bound, which is different from our result, is recently proposed in Ref. [28].

## 2. Method

### 2.1 Quantum circuit learning

In supervised binary classification learning problem, there is an unknown target function $f: X \mapsto Y=\{-1,1\}$, and we are given some training dataset $\left\{\left(\vec{x}_{i}, y_{i}=f\left(\vec{x}_{i}\right)\right) \mid \vec{x}_{i} \in X\right\}$ where $\vec{x}_{i}$ is drawn from some unknown distribution $\vec{x}_{i} \sim P\left(\vec{x}_{i}\right)$. (In the setting that the training data is noisy, the dataset is drawn from some unknown joint distribution ( $\left.\vec{x}_{i}, y_{i}\right) \sim P(\vec{x}, y)$.) The goal of learning is to obtain a hypothesis $h: X \mapsto Y$ such that the prediction error (out-of-sample error) $E_{\text {out }}=\mathbb{P}_{\vec{x} \sim P(\vec{x})}[h(\vec{x}) \neq f(\vec{x})]$ (or $E_{\text {out }}=\mathbb{P}_{(\vec{x}, y) \sim P(\vec{x}, y)}[h(\vec{x}) \neq y]$ for the noisy case $)$ is small.

In QCL [10] we use quantum circuit as the hypothesis set. The number of qubits $n$ is also called circuit width. The circuit starts with an input layer where the input data $\vec{x}$ is encoded by $\left|\psi_{i n}(\vec{x})\right\rangle=\otimes_{i=0}^{n-1} U\left(\theta_{i, i n}(\vec{x})\right)|0\rangle$. After the input layer, the trainable part $U_{\theta}=\left(\prod_{j=1}^{L} U_{l o c}^{(j)}\left(\theta_{j}\right) U_{e n t}\right) U_{l o c}^{(0)}\left(\theta_{j}\right)$ consists of alternating layers of trainable single qubit rotations $U_{l o c}^{(j)}\left(\theta_{j}\right)=\otimes_{i=0}^{n-1} U\left(\theta_{i, j}\right)$ and fixed (not tranable) entangling layer. The local rotation could include any subset of $\left\{R_{X}, R_{Y}, R_{Z}\right\}$. The number of layers is a hyperparameter, also known as circuit depth $L$. The measurement result is used to compute the $Z$ expectation values of $i$-th qubit


Fig. 1 The learning circuit used in this work. Figure is taken from Ref. [24].

$$
\begin{equation*}
\left\langle Z_{i}(\theta, \vec{x})\right\rangle=\operatorname{Tr}\left(\rho_{i n}(\vec{x}) U_{\theta} Z_{i} U_{\theta}^{\dagger}\right), \tag{1}
\end{equation*}
$$

where $\rho_{\text {in }}=\left|\psi_{i n}(\vec{x})\right\rangle\left\langle\psi_{\text {in }}(\vec{x})\right|$. The expectation value is then thresholded by some value $t$ for the binary classification, leading to a hypothesis set $\left\{\operatorname{sgn}\left(\left\langle Z_{i}(\theta, \vec{x})\right\rangle-t\right)\right\}$. Multi-class classification is done by the usual softmax method. Since we are interested in NISQ applications, we use the Hardware Efficient Ansatz (HEA) where the entangler consists of 2-qubit quantum gate acting on nearest neighbor qubits for some lattice. The learning circuit studied in this work is depicted in Fig. 1, where the entangling lattice is an 1D ring with periodic boundary condition, and the entangling gate is the controlled-Z (CZ) gate.

### 2.2 Information theory: KL expressibility

A KL-divergence expressibility measure for quantum circuit is defined as [11]

$$
\begin{equation*}
D_{K L}\left(P_{C}(F) \| P_{\text {Haar }}(F)\right)=\int_{0}^{1} P_{C}(F) \log \left(\frac{P_{C}(F)}{P_{\text {Haar }}(F)}\right) d F \tag{2}
\end{equation*}
$$

where $F=\left|\left\langle\psi_{\theta} \mid \psi_{\phi}\right\rangle\right|^{2}$ is the fidelity. The quantity can be numerically evaluated by random uniform sampling over the circuit parameters $\theta$ and $\phi$. The circuit simulation is done by using Qiskit [29]. Notice that lower value of $D_{K L}$ means higher model complexity. In general we are more interested in the relative value of $D_{K L}$. Hence we define re-scaled $D_{K L}^{*}=a D_{K L}+b$ for some real number $a$ and $b$ such that higher $D_{K L}^{*}$ means higher expressibility.

### 2.3 Statistical learning theory: VC theory

We use the definition that the generalization error is $E_{\text {out }}-E_{\text {in }}$, where $E_{\text {out }}$ is the out-of-sample error (prediction error) and $E_{\text {in }}=$ $\frac{1}{N} \sum_{i=1}^{N} \llbracket h\left(\vec{x}_{i}\right) \neq f\left(\vec{x}_{i}\right) \rrbracket$ is the in-sample-error (training error). The VC generalization error bound is [18]

$$
\begin{equation*}
E_{\text {out }}-E_{\text {in }} \leq \sqrt{\frac{8}{N} \log \left(\frac{4 m_{H}(2 N)}{\delta}\right)} \tag{3}
\end{equation*}
$$

with probability $\geq 1-\delta . N$ is the sample size. $\delta$ is the confidence interval. The quantity $m_{H}(N)$ is a function which could be bounded by $m_{H}(N) \leq N^{d_{V C}}+1$ for finite VC-dimension $d_{V C}$.[31] VC dimension is the maximum number of points that can be shattered by the hypothesis set. In general, $d_{V C}$ could be infinite for an infinite hypothesis set. If $d_{V C}$ is finite, then the generalization ability is guaranteed by the VC bound. There are two advantages of VC theory [30]: (1) VC bound is independent of the input distribution. (2) VC bound is non-asymptotic, and it can be applied when the size of training data set is small.

### 2.4 Tensor networks: Light cone limitation

Due to the locality and unitarity of 2-qubit entangling gate used in HEA, the light cone limitation in the tensor network can be applied [32]. The tensor contraction outside of the light cone gives identities, hence only the qubits covered by the light cone contribute to the hypothesis set. This limitation leads to the limitation to the degree of trignometric polynomials and hence limits the VC dimension as well as the KL-expressibility [23].

## 3. Results and Discussions

### 3.1 Theoretical results

Under the assumptions of using the encoding schemes in Ref. [10], we derive a VC dimension upper bound for QCL hypothesis set. The $d$-dimensional input vector is $\vec{x} \in[-1,1]^{d}$, and we assume that $d$ divides $n$. Each qubit encodes one input dimension with map $R_{z}\left(\arccos \left(x_{i}^{2}\right)\right) R_{y}\left(\arcsin \left(x_{i}\right)\right)$, so the input layer is $\left|\psi_{i n}(\vec{x})\right\rangle=\left(\otimes_{i=0}^{d-1} R_{z}\left(\phi_{i, i n}\right) R_{y}\left(\theta_{i, i n}\right)|0\rangle\right)^{\otimes \frac{n}{d}}$ where $\phi_{i, i n}=\arccos \left(x_{i}^{2}\right)$ and $\theta_{i, i n}=\arcsin \left(x_{i}\right)$. Since the hypothesis set is a real trignometric polynomial of variables $\left\{\phi_{i, i n}, \theta_{i, i n} \mid i=0, \ldots, d-1\right\}$, we obtain the upper bound

$$
\begin{equation*}
d_{V C} \leq\left(2 \frac{n}{d}+1\right)^{2 d} . \tag{4}
\end{equation*}
$$

For 1D periodic boundary condition HEA, we may apply the light cone limitation to improve the upper bound

$$
\begin{equation*}
d_{V C} \leq\left(2 \min \left(\frac{n}{d},\left\lfloor\frac{2 L+1}{d}\right\rfloor+1\right)+1\right)^{2 d} \tag{5}
\end{equation*}
$$

Notice that for fixed $d$, the bound grows polynomially with respect to depth $L$, and saturates at a critical value $\frac{n}{d}=\left\lfloor\frac{2 L^{*}+1}{d}\right\rfloor+1$. This is just the result for one special case HEA. For other HEA entangler topology, one could obtain a similar bound polynomial in $L$ by counting the number of qubits covered by the corresponding light cone. Also notice that unlike classical neural networks (number of edges $=|E|$, number of vertices $=|V|$ ) where the VC dimension grows asymptotically $O(|E| \log (|E|))$ (for sign activation function) or $O\left(|V|^{2}|E|^{2}\right)$ (for sigmoid activation function) [33], [34], the VC dimension saturates for deep circuit in QCL. This difference reminds us that QCL and neural networks are two different learning models.

We may also obtain analytical results regarding the saturation of expressibility. The KL-expressibility for light cone limited Haar distribution can be evaluated to be

$$
\begin{equation*}
D_{K L}\left(P_{\text {Harr }}^{\text {LightCone }}(F) \| P_{\text {Haar }}(F)\right) \tag{6}
\end{equation*}
$$

(a)
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Fig. 2 Re-scaled KL-expressibility and VC dimension upper bounds plotted against circuit depth for different circuit widths. Blue solid line with circle marker is the VC dimension upper bound for feature space dimension $d=2$. Green dotted line is the rescaled KL-expressibility for RxRyRz local unitaries ansatz. Orange dashed line is the light cone restricted KL expressibility in Eq. 6. (a) $n=4$. (b) $n=8$ (c) $n=12$.

$$
\begin{equation*}
=\frac{M-1}{M-2} \log \left(\frac{M-1}{N-1}\right)-\frac{M-N}{M-1}, \tag{7}
\end{equation*}
$$

where $N=2^{n}$. $M$ is the effective Hilbert space dimension covered by the light cone, and in the case of 1D periodic boundary condition HEA, it is $M=2^{\min (2 L+1, n)}$. Fig. 2 shows a comparison of the saturation behavior against circuit depth $L$ for $d_{V C}^{*}$, $D_{K L}^{*}$ with $R_{x} R_{y} R_{z}$ HEA sampling [29], and $D_{K L}^{*}($ LightCone $) \equiv$ $D_{K L}^{*}\left(P_{\text {Harr }}^{\text {LightCone }}(F) \| P_{\text {Haar }}(F)\right)$ with light cone limitation Eq. 6 . One can observe that the scaling of light-cone limited expressibility is similar to the expressibility obtained by random circuit sampling. The saturation behavior is also similar to that of the VC dimension upper bound.

### 3.2 Experimental results

Fig. 3 shows numerical simulation result for $n=4$ QCL using a simulator and back-propagation algorithm built in-house [24]. The ansatz is CZ-HEA with $R y R z$ local rotations. The input data is Scikit-learn "make moon" data [35], and the input data noise


Fig. 3 (a) One example for the training data and prediction results for Scikit-learn "make moon" binary classification data. Blue and red color denotes two classes. Triangle and circle markers denote training data for two classes. Vertical and horizontal lines are the test results for two classes. (b) In-sample error, out-of-sample error, and generalization error are plotted against circuit depth for $n=4$. Average of 50 independent runs. Error bar denotes one sigma fluctuations.
is 0.04 . The size of training data set is 100 and the size of test data set is 100 . We observe both the in-sample-error and out-ofsample error are decreasing for deeper circuit. We do not see significant sign of overfitting. This observation supports the theory of saturation of model complexity. We would point out that this saturation behavior can not be explained by a counting argument which is comparing the number of trainable parameters $2 n(L+1)$ with the real degrees of freedom of unitary group $2^{2 n}$. This counting argument would give a critical depth $L^{*}=\frac{2^{2 n-1}}{n}-1=31$ for $n=4$, which is much higher than the observed value. More experimental results for various parameter settings could be found in Ref. [23].

## 4. Conclusion

Experimental study for QCL shows that the generalization error does not significantly increase for increasing circuit depth in many cases. In this work, we provide theoretical explanation of the phenomena by using tools from statistical learning theory, information theory, and tensor networks. The light cone limitation causes the saturation of both VC-dimension upper bound and also KL-expressibility for deep variational quantum circuit. This observation provides both theoretical understanding of the learnability of QCL and also useful recipe to control the generalization ability of QCL. Some future efforts are required to further understand the learnability of QCL, including the scaling behavior of

VC-dimension lower bound, and other possible quantum circuit architectures.
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