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Micro-specular-highlight real-time rendering

Namo Podee1,a) Nelson Max2 Kei Iwasaki3 Yoshinori Dobashi1

Abstract: Specular highlights are a critical factor for rendering high-quality and realistic images. However,
consistent rendering of specular highlight smaller than a pixel size is a challenging problem. The problem
usually arises when the lighting is evaluated at only the center of a pixel. An intense highlight can occur in
a small area that is not at the center of its pixel. We propose a method that renders in real-time a sub-pixel
specular-highlight. Our approach finds a reflection vector for each pixel that creates the brightest highlight
by interpolating between four reflection vectors at the pixel corners. Then we compute the lighting with the
reflection vector and multiply the result by an appropriate weight to account for the fraction of the pixel
area that reflects the light source.
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1. Introduction

A specular highlight or a specular reflection shows an in-

teraction between a surface and a light source, which ren-

ders a characteristic of the material of the surface. Thus,

specular highlights are crucial for the quality of a rendering

result. However, the conventional method still has trouble

with rendering small or complicated sharp specular high-

lights in real-time.

A small specular highlight is created by a small light

source and a mirror-like surface. The problem arises when

the highlight itself is too tiny to be captured consistently.

The conventional rasterization method usually samples once

per pixel at the center, and if the highlight is smaller than

the pixel, then the process cannot consistently find the high-

light. This inconsistency creates aliasing in the final result.

We can increase the number of samples per pixel to remove

the aliasing, but it is computationally expensive; it requires

a large number of samples, particularly for mirror-like sur-

faces. Another solution is to find the contribution from the

whole surface within the pixel by approximating the sur-

face’s normal variation as a normal distribution function,

which is usually represented by a smooth function. How-

ever, this approach usually results in a blurred highlight; it

cannot render the distinct appearance of the surface with a

sharp specular highlight.

The use of normal mapping and deferred shading also es-

calates the problem. Normal mapping adds more detail and

complexity to the surface, while deferred shading expands

the number of possible light sources, which potentially in-

troduces more aliasing.
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We propose a method that analytically chooses a reflec-

tion vector that produces the most intense reflection within

a pixel for each light source. Then our method weights the

result with the ratio of the light source size within the pixel

reflection space. Our method produces in real-time a con-

sistent specular reflection without aliasing.

Our main contributions are:

• An approximation of a reflection vector variation within

a pixel as a linear combination of four reflection vectors

at the four corners of the pixel.

• An analytical method for finding the reflection vec-

tor producing the strongest reflected intensity within

a pixel.

• A weighting of the lighting of the strongest reflection

vector.

2. Related work

Many previous methods focus on the rendering of the

specular highlight. However, not much research focuses on

an accurate and sharp highlight in real-time. We catego-

rize the related work into three groups: smooth function

approximation, multi-sampling, and procedural generation.

Smooth function approximation approximates a

normal distribution function (NDF) within a pixel with a

certain smooth function. LEAN mapping [5] approximates

and precomputes an NDF of a normal map with a Gaus-

sian function. Then LEADR mapping [1] added shadowing

and a physically-based term into the LEAN mapping for

better quality. The frequency domain normal map [2] uses

spherical harmonics for low-frequency data and a spherical

von MisesFisher distributions for high-frequency data. The

three methods can remove the aliasing in real-time, but their

reflection results are still not sharp enough and lack details.

Multi-sampling uses multiple samples to obtain the ac-
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curate result efficiently. Some methods for temporal anti-

aliasing [8] reuse the previous frame’s samples to increase

the efficiency. However, the information of a sample in

the current frame might not be in the predicted location

or not available at all in the previous frame. This causes the

method to fall back to fewer samples, increasing the aliasing.

Yan et al. [6], [7] introduce a technique that accurately ren-

ders glints by sampling a whole normal map within a pixel

footprint with a computationally efficient strategy. Zeltner

et al. [9] sample light paths related to caustics and glints ef-

ficiently by using manifold walking, which helps light paths

to converge to important light paths. Loubet et al. [4]

importance-sample caustic and glint light paths by approx-

imating normal variation as a linear interpolation between

three normal vectors at vertices of a triangle. This work

uses an assumption similar to our work, which will be ex-

plained later. All the methods in this group except for the

temporal anti-aliasing are computationally too expensive to

be computed in real-time.

Procedural generation creates a surface model, which

can simplify the computation. Jakob et al. [3] proposed a

stochastic model of randomized metallic flakes, which was

used to evaluate a surface in each pixel to render glints.

However, the evaluation is still too expensive to be done in

real-time. Zirr and Kaplanyan [10] proposed a procedural

model of micro-detail that produced a glittery effect. The

procedural model is consistent due to stable multi-scale noise

generation, and runs in real-time. However, both methods

support only limited types of surface models.

3. Proposed method

Our main objective is to render a highlight of a light

source that is smaller than a pixel by considering the whole

perfect specular surface within a pixel to capture the small

highlight. We will introduce a brief overview of our method

first, then move on to the detail of each component of the

method.

The basic idea is to find the sample position that produces

the brightest highlight instead of the center within a pixel

to compute the intensity. Then we multiply the intensity

with the weight representing a fraction of the light source

area computed with the pixel reflection space. These two

components are called reflection vector selection and result

weighting. Fig. 1 shows the algorithm of our method.

3.1 Reflection vector selection

A fraction of the surface within a pixel is in general a

curved surface patch. Our method first samples reflection

vectors at the corners of the pixel, as shown in Fig. 2. We

assume that a reflection vector within the pixel can be repre-

sented as a linear combination of these four vectors. Let us

consider a light plane defined as a plane located at p+ l with

a normal vector of l, where p is the surface center and l is the

unit vector toward the light direction. Then, we compute a

quadrilateral by projecting the four reflection vectors onto

the light plane as shown in Fig. 3. Note that we assume the

Fig. 1: An overview of our method.

refection vectors originate from the center of the surface.

This quadrilateral defines the reflection space, that is, any

reflection vectors within the pixel are projected within this

quadrilateral. We assume a reflection vector within a pixel

is obtained by bilinear interpolation of the four vectors.

Fig. 2: A curved surface patch inside a pixel and four sam-

ples of reflection vectors at the corners.

Fig. 3: Definitions of the light plane and the reflection

space.

We then compute the most intense reflection vector by

finding the point inside the reflection space closest to the

center of the projected light source with this simple assump-

tion.
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The closest point is analytically determined by using ge-

ometric analysis given the shape of the light source. Cur-

rently, our implementation supports only a disk light source.

The closest point to the disk light source can be solved by

checking the projected position of the the center of the light

source. If the center is in the reflection space, the closest

point is the center. Otherwise, the closest point is the point

on the reflection space edge with the closest distance to the

center.

Then we use the direction from the surface center to the

closest point as the most intense reflection vector to com-

pute the lighting. The result is the brightest highlight of

any point within the pixel.

3.2 Result weighting

To compute the correct reflection intensity for a pixel, we

need to compute an integral of the reflected intensity over

a surface within the pixel. However, our method has only

a single sample of the brightest reflection. We approximate

the intensity with the product of the brightest reflection with

the fraction of the projected area of the light source within

the reflection space. This approximation is valid when the

surface exhibits mirror-like reflections and is illuminated by

a uniformly bright light source.

We can calculate the fraction of the surface area in the re-

flection space on the light plane due to our assumption that

the reflection of the surface is bilinearly interpolated, and

an additional assumption that the Jacobian determinant of

the bilinear mapping is constant (which is not always the

case). Then area on the pixel is proportional to area on

the reflection space. So we only need to find the area of

the intersection between the projected light source and the

reflection space and the area of the reflection space. Both

areas are solved by using geometric analysis on the 2D light

plane.

However, the intersection calculation might be too expen-

sive computationally. Hence we further approximate the

areas of the projected light source and/or the shape of the

reflection space. We are currently using two approximation

types: we approximate the projected light source by a circle,

and the reflection space with a quad.

4. Results

We implemented our method using OpenGL on a laptop

with an Intel Core i7 @ 2.50Ghz, 16 GB Memory, and an

NVIDIA GeForce GTX 860M. We only experiment with a

disk light source at the moment. Fig. 4 shows the compar-

ison between the reference image, the conventional method

result, LEAN mapping method, and our method result. The

reference image is calculated by the tiling 64x supersampling

method, which separates a target result into multiple tiles

and renders each of them sequentially. Table 1 shows the

root mean square error (RMSE) of these methods.

Our method shows an improvement in both the quality

and stability of a specular highlight over the conventional

method and LEAN mapping. LEAN mapping overly blurs

Table 1: The RMSE comparison.
Rendering Method RMSE
Conventional 0.0845
LEAN mapping 0.0977
Our Method 0.0826

the reflection and does not work at close distances. However,

our method fails to capture the reflection at far distances be-

cause there is high normal variation within a pixel, so our

curved surface approximation with four reflection vectors is

not accurate enough.

5. Conclusion

Our method can consistently capture a small highlight on

a detailed reflective surface without aliasing. However, it

doesn’t work well when there is a lot of detail inside one

pixel. This is still a work in progress. We need to check the

error from our assumptions and conduct experiments with

different light sources and surface types. We also need to

compare our method with the other state of the art tech-

niques, which are temporal anti-aliasing, LEADR mapping,

and frequency domain normal mapping.
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(a) Reference image (172 ms) (b) Conventional (21 ms)

(c) LEAN mapping (27 ms) (d) Our method (31 ms)

Fig. 4: The comparison result with a gravel normal map and a disk light source.
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