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Abstract: Existing research on information security for IP cameras has been primarily focused on issues with au-
thentication or malware, but not on the peeping method itself. How cyber peeping is conducted in real world can
further help in strengthening defenses accordingly and spread more awareness about dangers of IP camera. In this
research, we observed peeps by setting up a honeypot using decoy cameras in two scenarios. First, where background
information (handwritten URL and ID/password bait) can be read by humans. Second, simulating a living-room in a
home environment. As a result, many examples of peeping into the decoy cameras were confirmed in reality. Also, a
rapid increase in peeping (over 20,000 times/day) was seen after a decoy camera’s feed got posted on a well-known
website, showing a large scale peeping danger also exists due to such websites. The results of this study were used
in several TV programs to show the dangers of using IP cameras over a national broadcasting station and also were
directly shared with IP camera vendors, resulting in the improvement of IP camera security. Therefore, we believe that
this study can further help in improving the security and awareness on the dangers associated with IP cameras.
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1. Introduction

In recent years, more and more various types of devices are get-
ting connected to the Internet. A common term has been coined
to call all such devices as “Internet of Things” (IoT). Such IoT
devices offering various services are attracting a lot of attention.
Among IoT devices, digital cameras that allow remote viewing
and operations via internet can be collectively referred to as IP
cameras. There are many IP camera devices connected to the In-
ternet with vulnerability and authentication issues, and it is, there-
fore, possible for a third person to electronically peep into them.
Such peeping actions via internet can be referred to as cyber peep-
ing. Another issue is due to the presence of certain web sites, like
Insecam [1], which provides video images of freely accessible IP
cameras for anyone, thereby, creating security and privacy issues.

So far, most of the research on unauthorized access to IP cam-
eras has been focused mainly on authentication, changing cam-
era configuration information, and observing malware infections
that exploit vulnerabilities [2], [3], [4], [5], [6], [7], [8]. However,
there has been no investigation into the actual state of cyber peep-
ing. Knowing the peeping techniques can help in further under-
standing the risks associated with using IP cameras and improv-
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ing awareness among the general public and IP camera vendors
from the security and the privacy point of view. Therefore, in this
research study, in order to investigate and analyze the actual situ-
ation of cyber peeping in the real world, an IP camera was set up
as a honeypot (hereinafter referred to as the “decoy camera”) for
conducting an observational experiment. Two types of observa-
tion environments were established for the experiment purposes.

In the first observation experiment, we prepared two cameras
(hereinafter referred to as the “URL reflection type decoy cam-
era”), that displayed a hand-written note for a specific URL and
two sets of different ID/passwords (one for each decoy camera)
for access confirmation purposes, and assigned 10 IP addresses
to each camera for observations. The objective was to study an
access by a human element, who can read the background in-
formation (reflected URL and ID/password) via peeping into the
decoy camera and then use that information to successfully gain
access to the reflected URL. On the URL side, we examined
what ID/password was entered for determining if humans were
attempting access after viewing the video of the decoy camera.

Although the first observational study helped in determin-
ing human element involvement, it was limited due to the fact
that such a set up did not provide continuous peeping interest
as the decoy camera was only showing a URL and its related
ID/password. Therefore, a second observation experiment was
setup where a room was prepared for observation that simulated
a living-room of a home in which movement can be expected.
Five decoy cameras (hereinafter referred to as the “living-room
decoy camera”) were installed to show the video of this room.
These living-room decoy cameras were then exposed to internet
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so that peeping methods could be examined in detail for a longer
time. The objective was to attract the peeping entity to engage in
more than one peeping event by providing a real life scenario.

As the result of this study, we were able to achieve the follow-
ing:
(i) First observational study of IP camera peeping using real IP

cameras in various environments.
(ii) Demonstrated that a peeping problem does exist with a high

degree when IP cameras are insecure.
(iii) Revealed detailed access patterns on the insecure cameras,

including the existence of automated accesses specifically
tailored to find IP cameras efficiently.

Moreover, we had conversations with several IP camera ven-
dors and explained the real world risks of insecure IP cameras.
One of the vendors now deploy a security mechanism in their IP
camera products that enforces users to set their own unique pass-
word.

2. IP Camera Peeping

2.1 Basics of IP Camera
An IP camera is a camera that can be viewed remotely via

a network by connecting to the internet. A web browser or
manufacturer-specific application software is used to view its
video. There are also IP cameras with functions allowing op-
erational control such as directional movement or zooming etc.
that can be operated via the browsers and/or an application.

2.2 Peeping into the IP Camera
Many IP cameras are set to perform authentication via login

ID/ password so that privacy can be maintained and images are
not viewed by others than the authorized users. However, there
are cases in which authentication may not be set or the login
ID/password may not have been changed from the initial default
setting, allowing unauthorized access from the outside and cy-
ber peeping may be possible [9], [10], [11]. Also, even if the
ID/password is set, there are many devices with weak or leaked
passwords due to device vulnerabilities that can be peeked by out-
siders [10], [12]. Similarly, there are many devices for which se-
curity measures may not be sufficient [9], [11].

Furthermore, there are several websites that gather information
on cameras and videos that can be viewed without authentica-
tion [8], [13], [14], tens of thousands of such cameras worldwide
are posted on the Insecam web site [1].

3. Related Research

IP cameras are one of the mostly used devices among Inter-
net of Things (IoT). In 2018, FBI warned [15] about the dangers
of IoT devices, including IP cameras, to be used as “proxies for
anonymity and pursuit of malicious cyber activities”. Most of
the research primarily has been focused on vulnerabilities for ex-
ploitation of IP cameras. For example, in paper [7] the author
has analyzed the security of cloud-based video cameras by focus-
ing on vulnerabilities for exposing potential issues in IP cameras.
Also, paper [6] discusses about the security of smart homes hav-
ing IP cameras as well, but examines it from systems design and
security vulnerabilities point-of-view. Another article [8] talks

about peeping by exploiting default passwords, but not the peep-
ing phenomenon itself. Similarly, server-type honeypots that
monitor remote exploit attacks and collect malware specimens,
have been researched as honeypots for observing attacks on web
services by using general purpose responses to services [16], [17].
In addition, IoTPOT [2], [3], [4] and SIPHON [5], which are hon-
eypots simulating IoT devices, have been proposed. However,
in papers [2], [4], [5], [6], [7], [8], [16], [17] no detailed inves-
tigation has been conducted on the peeping technique for ac-
quiring the IP camera video or images. Similarly, in paper [3],
a successful cyber-attack by an attacker (who viewed the video
through the camera that displayed or reflected an ID/password)
was confirmed, but the actual method of peeping was not ana-
lyzed. Therefore, in this research study, in order to investigate
this fact, we experimented with a honeypot of IP cameras (decoy
cameras) to observe the peep and analyze the detailed method.

4. Observational Experiment

4.1 Environment Setup
In this research, the communication environment of the decoy

camera was constructed by extending the method of IoTPOT pro-
posed in paper [4]. In this honeypot, as shown in Fig. 1, a proxy
script is running, and the received communication is transferred
to the communication control machine.

In the communication control unit, the communication is trans-
ferred to the IP camera corresponding to each observation point,
and the response is transferred to the proxy script at each observa-
tion point, such that an IP camera operating at each observation
point is made to appear to an attacker as directly connected to
the internet. To ensure that an attacker can always connect to the
same IP camera, we used a static mapping of a set of 10 consecu-
tive public IP addresses to each IP camera (except for one camera
that was directly connected to the internet with one public IP ad-
dress only). For example, observation point 1 proxies a set of 10
consecutive public IP addresses assigned to IP camera 1 with the
help of communication control unit, observation point 2 proxies
another set of 10 consecutive public IP addresses assigned to IP
camera 2 with the help of communication control unit, and so on.

4.2 Experiment Overview
In this research, two types of decoy cameras were set up to ob-

serve peeping in IP cameras. The first one was a decoy camera (a
URL reflection type decoy camera) that displays a hand-written

Fig. 1 Decoy camera network.
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Table 1 URL decoy camera observation experiment.

Fig. 2 Image from URL revealing camera A.

Fig. 3 Image from URL revealing camera B.

URL address and an ID/password for accessing that URL. In
case of paper [3], the observation of access by the decoy camera
with an ID/password was conducted, however in our research the
URL is also reflected. In this URL, a script for basic authentica-
tion was run, and it was set to refuse login with any ID/password
so that login challenges could be observed. Two cameras were
used as URL reflection type decoy camera, each with a different
ID/password set. Table 1 shows the equipment used.

Camera A was set to allow viewing of camera images with-
out authentication, and Camera B was set to be able to access the
video with the camera’s default ID/password. Each camera was
assigned 10 consecutive IP addresses as the observation points,
and the traffic on 80/TCP and 8080/TCP from these points was
set to be relayed to Cameras A and B.

Figures 2 and 3 show the images from the URL reflection
type decoy camera A and the URL reflection type decoy cam-
era B, respectively. Both of the URLs are the same, but the
ID/password is different, so that it is possible to determine which
camera was viewed by the peeping host who input that particular
ID/password.

In the second observation experiment, we prepared a room for
observation simulating a family living-room where the image is
expected to change, because the first type of observational setup
did not attract continuous peeping as the URL reflection type de-
coy camera is not much attractive for peeping toms if the camera
is only showing the URL and ID/password. Therefore, another
study with a decoy camera setup (living-room decoy camera) was

Fig. 4 Image from living-room decoy camera.

Table 2 Living-room decoy camera observation experiment.

used to simulate a real life living-room view (Fig. 4).
For the observation room, we used the home network test bed

environment proposed in the paper [18]. For the living-room de-
coy camera, five cameras shown in Table 2 were used.

The living-room decoy camera A was the same device as the
URL reflection type decoy camera A. Living-room Decoy Cam-
eras A, C, D, E, were set such that they could be browsed with-
out authentication and living-room decoy camera F was set to
allow login with default ID/password. In the living-room cam-
eras A and C to E, 10 consecutive IP addresses were used and the
communication addressed to 80/TCP and 8080/TCP was set to
be transferred to those cameras. Whereas, the living-room decoy
camera F does not get traffic transferred to it from the proxy, and
therefore, can only be viewed via 1 IP address on 80/TCP port.

4.3 Experiment Results
4.3.1 Observation Results from URL Reflected Decoy Cam-

eras
Figure 5 shows the transition of the number of hosts that

sent the HTTP request to the URL reflection type decoy camera.
Access to Camera B was almost constant, but access increased
rapidly on Camera A on the third day of observation. When this
case was investigated, many accesses using Insecam as a referrer
were confirmed after June 13. Therefore, when we actually ac-
cessed Insecam website, the video of the camera posted there on
June 13 was confirmed that explained the sudden increase in the
number of peeping hosts.

Table 3 below shows the number of hosts that sent HTTP re-
quests, the number of hosts that succeeded in authentication, the
number of hosts that acquired camera view (peeped), and the
number of hosts that operated the camera, as observed by the
URL reflection type decoy camera experiment. Since the cam-
era A is set to allow access to the image without authentication,
the column for successfully authenticating hosts is not applica-
ble (as marked by a diagonal line). Similarly, as camera B does
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Fig. 5 Trend of hosts accessing URL reflective decoy camera.

Table 3 URL reflection type decoy camera observation results.

not have a camera operation function, the number of hosts that
operated camera is not applicable (diagonal line).

Furthermore, the host that peeped in means “the host that sent
the request to acquire a video or image of the camera view”.
Therefore, in case of Camera A that got exposed on Insecam,
quite a large number of hosts (over 94%) targeted this camera
for peeping, i.e., 85 hosts peeped out of the 27,116 hosts that
sent the HTTP request. Among these peeping hosts, 1.7% (449
hosts) were observed as controlling the operation of the camera.
We confirmed this from the fact that Web-UI browser access of
Camera A was used in order to access the camera functions. For
the camera B, 4 hosts out of the 1,280 hosts that sent the request
succeeded in logging in, but there was no host that acquired the
camera video, and no peeping attempt aimed at the device was
observed.

Next, Table 4 shows further peeping attempts for the reflected
URL in the URL reflection type decoy cameras by a number of
access hosts attempting logins using the domain of the reflected
URL rather than the direct input of the IP address. It also shows
the number of hosts that entered the ID/password set reflected in
Camera A, and the number of hosts that entered the ID/password
set reflected in Camera B. Of the 583 hosts that accessed the
URL, 422 were the access hosts that used the domain of the URL,
that is, the host whose content of the HTTP header of the HTTP
request matched the domain in the URL. Since this URL has
not been disclosed outside this experiment, it is highly likely that
access using that domain was made with visual observation of
the reflected background information from the camera image. In
addition, 217 hosts trying to login to the URL and entering the
ID/password reflected on the camera A were observed. There-
fore, we can say that certain number of people took the next ac-
tion such as further accessing the reflected URL after reading the
reflected ID/password information from the camera A video.

Table 4 Access to the URL displayed on the camera.

Table 5 Living-room decoy camera observation results.

Fig. 6 Image acquisition request to camera A by the browser.

Fig. 7 Automatic image acquisition request to camera A.

4.3.2 Observation Results from Living-room Decoy Cam-
eras

Table 5 shows the number of hosts that sent HTTP requests,
the number of hosts that succeeded in authentication, the num-
ber of hosts that browsed the camera (peeped), and the number of
hosts that operated cameras, as observed by the living-room de-
coy camera experiment. Similar to Table 3, here also for the cam-
eras that can access the video without authentication, the column
for the number of hosts successfully authenticated was not appli-
cable (diagonal line). Similarly, for the camera with no camera
operation function, the number of operated hosts was not applica-
ble (diagonal lines) either. Although none of the living-room de-
coy cameras were listed on Insecam website, still multiple peep-
ing accesses were observed.
4.3.3 Peeping Characteristics

The peeping characteristics observed with each IP camera de-
vice are described below. In Figs. 6 to 13, a part of the character
string in the request has been masked for security and privacy
purposes.

Camera A
When this device is accessed by a general web browser, the

video or image being captured is acquired with the requests as
shown in Fig. 6. We benchmarked this pattern as the normal case
when accessed by a general web browser. Among the hosts who
peeped into camera A, some hosts acquired images multiple times
with the requests as shown in Fig. 7.

On comparing the two requests, it can be seen that the request
shown in Fig. 7 is very different from that of the browser access
(Fig. 6) because it includes the character strings such as amp and
COUNTER, and the argument page is not added. From this, it is
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Fig. 8 Request for automatic search of multiple types of cameras.

Fig. 9 Part of long-term access to camera A.

considered that this access uses a tool or script that acquires im-
ages automatically. Hence it can be concluded that there is a host
that targets a specific manufacturer’s equipment (IP camera) and
performs peeping and image acquisition automatically.

Furthermore, as shown in Fig. 8, in addition to the image acqui-
sition request of the relevant device, a host was observed sending
a request to acquire the image of the IP camera of other manufac-
turers. This host sends similar requests to multiple IP addresses
and it seems that many IP addresses are being tried to access for
collecting images from various IP cameras.

In addition to above patterns, a host that peeps for a long time
was also observed. The access flow of this host is shown in Fig. 9.

First, a request (shown in the first line of Fig. 9) was transmit-
ted 18 times in total by changing the value of the argument “pwd”.
However, it seems that these requests are targeted to other IP cam-
eras because this device returns “404 Not Found” error message.
After 1 minute 36 seconds, the second line request is sent twice,
and the captured image of this device is acquired. Since this re-
quest is obviously different from the request observed in Fig. 6,
it is considered to be an automated access by a tool/script or the
like. 52 seconds later, the video is acquired with the request on
the third line. At almost the same time we observe requests of
JavaScript, CSS, image files etc., and since “User–Agent” is also
a relatively new version of the actual browser, therefore It seems
that some human has accessed using a web browser. After 3 min-
utes 17 seconds, image acquisition is performed again with the
request of lines 4 and 5. 14 seconds later, the request on line
6 was intermittently transmitted at 1–3 second intervals with a
different “User-Agent” than before. The value entered in the ar-
gument fake was different each time, but the intention to add the
argument is not clear because the camera display image at the
time of transmission is acquired regardless of the value of fake
and whether or not it exists. The image acquisition by this re-
quest was observed intermittently until reaching 42 hours. When
analyzing the access flow of this host, it seems that the requests
in lines 1 to 5 are for searching the camera first, and continuous
image collection is started when the camera is found. Moreover,
in the camera A, 8 hosts were observed operating the camera in
addition to viewing the images. Both hosts include requests for
JavaScript, CSS, image files, etc. that are generated by access
using a browser, and therefore, it seems that humans accessed the
camera with a browser and operated the camera. However, the

Fig. 10 Image acquisition request to camera C by browser.

Fig. 11 Automatic image acquisition request to camera C.

Fig. 12 Part of group of accesses appears to be from the same person.

two hosts sometimes were observed to send automated image ac-
quisition requests before and after an access by a browser. Thus,
performed peeping by combining an automated access using a
tool and checking the video using a browser.

Camera C
In camera C, it was confirmed that the image was acquired by a

request (Fig. 11) different from the request for image acquisition
using a browser (Fig. 10).

This request is significantly different from the request by the
browser in that some arguments are not assigned, and therefore
it seems that the request for access is by a tool or the like that
automatically collects images. In addition, one host sent the re-
quest pattern as shown in Fig. 11, intermittently between October
21 and November 19, acquired a total of 2,528 images contin-
uously, and performed long-term peeping access. Of the 66 IP
addresses that peeped, 18 IP addresses operated the camera, and
9 IP addresses were concentrated in comparatively close address
range within the same AS [19]. A detailed analysis of the access
from these 9 IP addresses showed that the “User-Agent” used to
acquire the images was the same, and the iPhone web browser
Safari [20] was used. In addition, “GET / apple - touch - icon-
icon.png” has been observed, and this request is an icon image
acquisition request that iPhone uses to create a site shortcut on
the home screen, and this request is unique to iPhone or iPad.
From these facts, there is a high possibility that access from 9 IP
addresses is using the iPhone. A part of such access from these 9
IP addresses is shown in Fig. 12.

In the case of access by the browser in the camera C, the dis-
play image is acquired every 3 seconds by the request shown
in Fig. 10, and each time the argument Count of the request in-
creases by 1 until the page is reloaded. In Fig. 12 with 5 image
acquisition requests, the Count is incremented by 1 for each re-
quest, and it seems that the access is from the same client. How-
ever, the source IP address is different for the 1–3, 4th and 5th
requests. Further analysis of this phenomenon shows that there is
an interval of about 45 minutes between the 3rd and 4th accesses
and about 7 hours between the 4th and 5th accesses. So in the
process of accessing the device using the iPhone, it can be con-
sidered that this is due to the fact that the allocation of IP address
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Fig. 13 Part of peeping access using vulnerability.

Fig. 14 Part of port number change request.

has changed due to a physical movement or time lapses. In other
words, all of these accesses are expected to be by the same person
using the same device.

Camera D
We also observed several peeks at camera D. The image ac-

quisition request by the browser of the camera D is the same as
the request of the camera C (Fig. 10). Camera D observed sev-
eral peeping accesses, but most of them were accesses to obtain
images automatically using the same tools as in Fig. 11. In addi-
tion, one host was observed operating the camera. This host also
operated camera C.

Camera E
Camera E also observed a group of requests (Fig. 8) to search

for multiple cameras, similar to those observed with camera A. In
addition, no automated access or long-term access targeting only
the relevant device was observed.

Camera F
In camera F, 32 out of 51 hosts that successfully logged in

were observed peeping. This camera had a known vulnerability
in which the default ID/password was leaked by sending a spe-
cific request to camera F device, and hosts that peeped exploiting
such vulnerability were observed. Figure 13 shows a part of the
access flow.

An ID/password is acquired by sending the request of lines 1
and 2. We noticed from the “User-Agent” that these requests are
presumed to be accessed by tools etc. other than the browser. Af-
ter that, this host logged in based on the obtained information and
browsed the video using the request shown in line 3. At the time
of this access, besides reading CSS and image files etc. similar
to the browser access pattern, it was also observed that the “User-
Agent” acquired the video using the concerned camera-specific
plug-in of Internet Explorer [21]. This indicates that a human ac-
cessed via the browser and peeped in using the plug-in.

Moreover, some of the other hosts obtained videos automati-
cally instead of using a browser after obtaining an ID/password,
and host peeping at a specific device was also observed. Further-
more, in addition to peeping, we also noticed a request sent (as
shown in Fig. 14) and observed an attack from one host to change
the port number for video delivery from 80/TCP to 788/TCP. If
the intention was to exclude other intruders, then this action will
also obstruct browsing by an authorized user. Therefore, this in-
tention is questionable due to the effect of changing the settings
in such a way.

5. Summary of Observations and Discussion

As a result of the first observational study, access to view the

video of the URL reflection type decoy camera was observed
from 25,585 IP addresses in 43 days. In particular, when one
of the URL reflection type decoy cameras was posted on Inse-
cam two days after starting the experiment, the observed access
immediately increased from 1,701 IP addresses per day to more
than 20,000 times, with 94% peeping. From this, it can be stated
that a large amount of cyber peeping occurred because of the Inse-
cam website. On the other hand, though the other URL reflecting
camera was accessed by a few hosts, we did not observe a peeping
host acquiring its camera view. Thus we can say that the weak-
ness of login authentication and type of device can make a dif-
ference in the number of peeps. Moreover, 217 IP addresses, i.e.,
0.8% of total hosts who acquired video of reflected URL decoy
cameras attempted login with the reflected information. Though a
very smaller number than expected, however, we were able to ob-
serve the human element by confirming hosts accessing the URL
displayed on the URL reflection type decoy camera A and execut-
ing further (after viewing the URL information from the accessed
camera) by logging-in with that reflected ID/password.

In the case of the second observational study, even though none
of the five living-room decoy cameras were posted on Insecam,
we still confirmed that peeping access from multiple hosts ap-
pears to be due to the nature of living-room image triggering cu-
riosity. We observed a host that periodically acquires a video
image of the camera automatically with a dedicated tool special-
ized for image acquisition. In addition, access to operate cameras
and access for a long time (as much as 42 hours for a single cam-
era) were also observed. Furthermore, we observed an attacker
who peeped at the camera after breaking through the authentica-
tion and an attack that changed the TCP port number of the user
interface for viewing.

As a result of analyzing these accesses, we were able to study
the real world situation of different methods of peeping such as
automated access by hosts that search for cameras and acquire im-
ages, or hosts that automatically acquire video targeting specific
devices. We also observed hosts where a human seems to conduct
further peeping after reading the reflected hand-written informa-
tion and logging into the reflected URL successfully. Moreover,
cyber peeping by exploitation of known vulnerabilities of cam-
eras with default or weak authentication and operating them was
also confirmed. This study also highlighted the importance of
strengthening security parameters in IP cameras so that they can
avoid unnecessary exposure to websites collecting and showing
images of easily accessible IP cameras. Furthermore, through
this study we were able to observe several automated attack pat-
terns for cyber discovery and peeping purposes that can be used
as detection rules in network-based intrusion detection systems
(NIDS).

6. Ethical Considerations

Although websites like “Insecam” have succeeded to demon-
strate there are many insecure IP cameras on the Internet that have
no password set, our study further revealed that there are indeed a
considerable number of unwanted accesses to such insecure cam-
eras. In order to improve the situation, we tried to inform two
main stakeholders: end-users and IP camera vendors. We con-
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sider that publishing our work is one of the main channels to in-
form the end users. It is worth noting that the work acquired some
media attention and the experimental results were introduced in
several TV programs and news by the national broadcasting sta-
tion [22], [23], from which we believe that we have somewhat
contributed in improving public awareness on the risks and dan-
gers of IP cameras. Moreover, we had conversations with several
major IP camera vendors to inform them of the increasing cy-
ber threats. One of the vendors now adopts an improved security
mechanism. In order to minimize the possible harm to the ven-
dors of the IP cameras, we anonymized the vendor names and
tried to redact identifiable information as much as possible from
the analysis results. Though we have taken precautions, we be-
lieve that the benefits this study brings would exceed the harm
that it might have caused.

7. Conclusion and Future Work

In this study, two scenarios for observation of peeps were
tested. First one by two URL reflecting type decoy cameras and
second by five living-room cameras. The results of this study pro-
vided us a better understanding on peeping methods through IP
cameras, both via automation and human involvement. The tech-
niques helped us in understanding the risks and dangers of using
IP cameras with no/default or weak access authentication. This
study also showed how public websites showing easily accessible
IP cameras can drastically increase number of peeps into those IP
cameras in the real world. Similarly, we were able to confirm that
secondary information in viewable areas in front of IP cameras or
reflected background information (URL and ID/password as bait
via the decoy camera in our case) in IP camera images can be used
by a peeping tom to further exploit and gain additional access,
thereby exposing the dangers of using IP cameras. Furthermore,
through this study we were able to observe several automated at-
tack patterns for the discovery and peeping purposes that can be
used as detection rules in the network-based IDS. Such protec-
tion by NIDS would be particularly useful when deployed at the
gateway of heterogeneous networks, such as university networks,
where IP cameras are massively used and owned by different in-
dividuals. The network administrator can use these patterns to
detect and if necessary, block suspicious accesses to the cameras
while advising the owners to use stronger authentication methods.

As this study utilized different devices in two types of obser-
vational environments to study the actual state of peeping by hu-
mans and automated accesses, for future study work it will be
interesting to further broaden this study by utilizing same devices
in multiple observational environments. Additionally, since this
study was limited to confirming access attempt (by rejecting ac-
cess and logging attempt only) to reflected URL web server with
the login info from the peeped decoy cameras, it would be in-
teresting to further carry out a detailed behavioral study for ob-
serving the actions of peeping hosts after successfully accessing
a reflected URL.
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