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#### Abstract

Low-distortion embedding of an edge-weighted graph into random trees is addressed. We prove that any $k$-outerplanar graph can be embedded into random trees with distortion $149^{k}$, improving the previous result with distortion $200^{k}$. The present result implies an embedding of a $k$-outerplanar graph into $\ell_{1}$-metric with distortion $149^{k}$ and better approximation algorithms and online algorithms for some problems on $k$-outerplanar graphs.
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## 1. Introduction

This report addresses the problem of embedding an edgeweighted guest graph into random host trees. More specifically, we are given a graph $G=\left(V_{G}, E_{G}\right)$ with non-negative edge-weights $w: E_{G} \rightarrow \mathbb{R}_{+}$and asked to randomly find a tree $T=\left(V_{T}, E_{T}\right)$ such that $V_{G} \subseteq V_{T}$, and for each pair of vertices $u, v$ in $G$, the distance (i.e, the length of the shortest path) $d_{G}(u, v)$ between $u$ and $v$ in $G$ is no shorter than the distance $d_{T}(u, v)$ in $T$. The objective of this problem is to minimize the distortion $\rho=\max _{u, v \in V_{G}} \mathbb{E}\left[d_{T}(u, v)\right] / d_{G}(u, v)$.

## Motivation

Studying this problem is motivated by the fact that any embedding into random trees implies an embedding into $\ell_{1}$-metric. Specifically, if a graph $G$ can be isometrically (i.e., with distortion 1) into random trees, then there exists an isometric $\ell_{1}$ embedding, i.e., a mapping $f$ from the vertex set of $G$ into a real space of some dimension equipped with $\ell_{1}$-norm, such that for any vertices $u, v$ in $G, d_{G}(u, v)=\|f(u)-f(v)\|_{1}$ (see, e.g., [8]). One important application of $\ell_{1}$-embeddings is that an $\ell_{1}$-embedding of a graph $G$ with distortion $\rho$ implies an upper bound of the gap between the max-flow and the min-cut for multicommodity flow in $G$, and hence a $\rho$-approximation algorithm for the sparsest cut problem [15]. As a stronger result, it is known that the minimum distortion of an $\ell_{1}$-embedding of $G$ and the gap between the maxflow and the min-cut in $G$ are equivalent [11].
Another motivation of embedding into random trees is to provide an approximation (with respect to distance) of a general graph with complicated topology by a simple topology of trees. Based on the fact that many optimization problems and online problems defined on edge-weighted graphs are easily and efficiently solved on trees, low-distortion embeddings into random trees are useful to design randomized approximation algorithms

[^0]and randomized online algorithms for such problems. Specifically, if there exists an $c$-approximation (c-competitive, resp.) algorithm on trees for some optimization (online, resp.) problem, and if a graph $G$ can be embedded into random trees with distortion $\rho$, then we can obtain a $c \rho$-approximation ( $c \rho$-competitive, resp.) randomized algorithm on $G$ by the following steps: (i) choose a random tree $T$ into which $G$ is embedded, (ii) run the $c$-approximation (c-competitive, resp.) algorithm to obtain a solution on $T$, and (iii) translate the solution obtained on $T$ back into a solution on $G$ [2]. Bartal presented approximation and online algorithms based on this idea for several problems, such as the group Steiner tree problem and the metrical task systems [2], [3]. Carikar et al. derandomized some approximation algorithms by presenting an embedding into a small number of random trees [6].
It should be noted that embeddings of [2], [3], [6] require trees with virtual vertices in addition to the vertices of a guest graph. Thus, the solution obtained in step (ii) above needs to be represented without using virtual vertices. Namely, if some virtual vertices (or anything that must be represented using virtual vertices) are a feasible solution of the problem, then we might not be able to translate the solution back into the guest graph in step (iii). One example of such problems is the metrical task systems. (For this problem, however, an algorithm based on the embedding of [1] is presented [4].)

## Previous Results

The currently best embedding of a general graph with $n$ vertices into random trees (with virtual vertices) achieves $O(\log n)$ distortion, which was presented by Fakcharoenphol et al. [10]. This result matches the $\Omega(\log n)$ lower bound for series-parallel graphs [11]. Gupta et al. conjectured that any graph in a class $\mathcal{F}$ is $\ell_{1}$-embeddable with distortion of a constant dependent only on $\mathcal{F}$ if and only if $\mathcal{F}$ forbids a fixed minor [11]. Along the line of this conjecture, embedding for such graph classes are studied via embedding into random trees. It is known that any outerplanar graph can be embedded into random trees with distortion 8
[11] (whereas such graphs are isometrically $\ell_{1}$-embeddable [17]). Chekuri et al. extended this result to $k$-outerplanar graphs by presenting an embedding such a graph into random trees with distortion $200^{k}$ [7]. Emek also considered $k$-outerplanar graphs and presented an embedding into random spanning subtrees with distortion $c^{k}$, where $c$ is not explicitly specified but appears to be 244. Lee and Sidiropoulos proves that any graph with pathwidth $k$ can be embedded into random trees with distortion $(4 k)^{k^{3}+1}[14]$.

## Contribution and Technique

In this report, we prove that any $k$-outerplanar graph can be embedded into random trees with distortion $149^{k}$. This improves the result of Chekuri et al. [7] exponentially with respect to $k$. Our proof is constructive, i.e., we present a randomized embedding algorithm. The proposed algorithm, as well as the algorithms of [7], [9], [11], needs no virtual vertices in host trees, i.e., embeds into random trees with the vertex set of the guest graph. Therefore, the present work can be combined with any approximation or online algorithms designed for trees. For example, we can obtain a randomized $149^{k}(2+1 / D)$-competitive algorithm for the file allocation problem [5] on $k$-outerplanar graphs, by combining with the $(2+1 / D)$-competitive algorithm on trees [16], where $D$ is a positive integer representing the size of files managed in the problem. Note that the algorithm of [16] generally allocates files at virtual vertices (if any).
The proposed embedding algorithm is recursive with respect to $k$, as well as the previous algorithms [7], [9]. Namely, we first embed $(k-1)$-outerplanar graphs obtained from a given $k$ outerplanar graph by removing the outer cycle into random trees. We then embed the resulting graph, which is essentially a Halin graph, into random trees. The advantage of the proposed algorithm is based on the improvement of the embedding of the Halin graph. The algorithm of [7] first embeds a Halin graph into an outerplanar graph with drastically modifying the topology, and then into random trees. In contrast, the proposed algorithm adds new edges, essentially, in a quite limited situation. In this sense, the generated random trees are different from but close to spanning subtrees, and more intuitive.

## 2. Preliminaries

## Graph Metric and Embedding

Graphs considered in this paper are simple and undirected, and have non-negative edge-weights, $w(e) \geq 0$ for any edge $e$. For a graph $G$, we denote its vertex set and edge set by $V_{G}$ and $E_{G}$, respectively. We use the notation of $w$ also for graphs, i.e., $w(G):=\sum_{e \in E_{G}} w(e)$. Let $d_{G}(u, v)$ be the distance of vertices $u$ and $v$ in $G$, i.e., the minimum sum of weights of edges in a path connecting $u$ and $v$ in $G$. The distance $d_{G}$ is called the graph metric supported on $G$. An edge-weighted graph $H$ dominates $G$ if $V_{G}=V_{H}$ and $d_{G}(u, v) \leq d_{H}(u, v)$ for any vertices $u, v \in V_{G}$. The graph $G$ is embedded into random trees with distortion $\rho$ (or $\rho$ probabilistically approximated by trees) if there is a probability distribution $\mathcal{D}$ over a set of trees $T$ dominating $G$ such that for any vertices $u, v \in V_{G}$, the expected distance between $u$ and $v$ in $T$ under the distribution $\mathcal{D}$ is at most $\rho \cdot d_{G}(u, v)$, i.e., the following condition is satisfied.

Condition 1 For any $u, v \in V_{G}, \mathbb{E}_{\mathcal{D}}\left[d_{T}(u, v)\right] \leq \rho \cdot d_{G}(u, v)$.
It should be noted that this condition can be replaced with the following condition.

Condition 2 For any $(u, v) \in E_{G}, \mathbb{E}_{\mathcal{D}}\left[d_{T}(u, v)\right] \leq \rho \cdot d_{G}(u, v)$.
Because any edge $(u, v)$ with $w((u, v))>d_{G}(u, v)$ does not affect the graph metric $d_{G}$, without loss of generality, we assume that $d_{G}(u, v)=w((u, v))$ for any edge $(u, v)$. By this assumption, Condition 2 can be replaced with the following condition.

Condition 3 For any $(u, v) \in E_{G}, \mathbb{E}_{\mathcal{D}}\left[d_{T}(u, v)\right] \leq \rho \cdot w((u, v))$.
The following simple facts, used in previous work [7], [9], are used in this paper without proofs.

Lemma 1 If each 2-connected component H of a graph G can be embedded into random trees with distribution $\rho$, then so can G.

Lemma 2 If a subgraph $H$ of a graph $G$ can be embedded into random trees with distortion $\rho_{1}$, and if the graph $G_{T}$ obtained from $G$ by replacing the edges of $H$ with the edges of any tree $T$ dominating $H$ can be embedded into random trees with distortion $\rho_{2}$, then $G$ can be embedded into random trees with distortion $\rho_{1} \rho_{2}$.

## Graph Classes

A planar graph $G$ is 1-outerplanar, or simply outerplanar, if it can be drawn in the plane so that all the vertices belong to the unbounded (outer) face. For $k \geq 2$, a planar graph $G$ is $k$ outerplanar if it has a planar drawing such that removing vertices and edges in the outer face results in a $(k-1)$-outerplanar graph. A vertex or an edge of $G$ is said to be outer if it is contained in the outer face, inner otherwise.
A Halin graph was originally introduced as a planar graph obtained from a planar drawing of a tree with at least four vertices and without degree-2 vertices by adding edges joining leaves of the tree into a cycle [12], [13]. In this paper, we adopt a slightly different definition: A Halin graph is defined as a planar graph obtained from a planar drawing of a tree with at least two leaves by adding paths connecting leaves of the tree into a path. It should be noted that the definition of this paper is essentially a generalization (contrary to appearance) of original Halin graphs. Indeed, we can modify any original Halin graph to a graph following the definition of this paper and essentially having the same graph metric, by subdividing each of the two outer edges ( $u, v$ ) incident to some vertex $u$ into $\left(u, v^{\prime}\right)$ of weight $w((u, v))$ and $\left(v^{\prime}, v\right)$ of weight 0 . We also utilize more generalized graphs defined in [9]: A bush is a graph that has a planar drawing such that removing vertices and edges in its outer face results in a forest. By definition, a Halin graph is 1 - or 2-outerplanar, and a bush is 2-outerplanar. Examples of a Halin graph and a bush are shown in Fig. 1.

## 3. Embedding Algorithm

In this section, we describe a randomized algorithm, called E $k$ OG, in a top-down fashion. This algorithm takes a $k$-outerplanar


Fig. 1 A Halin graph (left) and a bush (right).
graph $G$ as input, together with a planar drawing, and generates a random tree dominating $G$. Without loss of generality, we assume that the $k$-outerplanar graph input to EkOG has no edges of weight 0 . An embedding of $G$ into random trees is implied by the probability distribution over the trees generated by the algorithm.

### 3.1 Main Structure

### 3.1.1 Onion Peeling

The algorithm EkOG has the same structure as previous work [7], [9] so-called onion peeling. That is, for each 2-connected component $D$ of $G$, we recursively generate random trees dominating $(k-1)$-outerplanar subgraphs of $D$ obtained by removing the outer face from $D$, replace the $(k-1)$-outerplanar subgraphs with the generated trees, and for the resulting graph $B$, generate a random tree dominating $B$. It should be noted that the graph $B$ is a bush. For convenience of description of the embedding algorithm, we assume without loss of generality that $B$ is a Halin graph, together with attached trees and some properties, as described in the following section. Note that this assumption is not essential, i.e., we could design our algorithm for embedding a bush with the same distortion.

### 3.1.2 Assumption for Bushes

Any bush has a unique 2 -connected component $C$ having a cycle. We call such a unique component of a bush a core. Without loss of generality, we assume that $C$ has the following properties.

Property $1 C$ is a Halin graph, i.e., $C$ consists of a tree $T$ with some root $r$ and a path $P$ connecting the leaves of $T$.

Property 2 At most one of any two adjacent edges in a path in $T$ between $r$ and a leaf has weight 0 .

Property 3 At most one of any two paths in $T$ between $r$ and two leaves has weight 0 .

Indeed, we can modify any core $C$ to a graph having these properties by the following procedure, so that the graph metric is preserved, and any embedding of $C$ is not essentially affected. Let $R$ be the cycle in the outer face of $C$ and $F$ be the graph induced by $E_{C} \backslash E_{R}$.
(1) Choose one vertex $r \in V_{F} \cap V_{R}$ as the root, and subdivide each of two edges $\left(r, v_{i}\right)$ in $R(i \in\{1,2\})$ into $\left(r, v_{i}^{\prime}\right)$ of weight $w\left(\left(r, v_{i}\right)\right)$ and $\left(v_{i}^{\prime}, v_{i}\right)$ of weight 0 . Let $T$ be $F \cup\left(r, v_{1}^{\prime}\right) \cup\left(r, v_{2}^{\prime}\right)$ and $P$ be the path induced by $E_{R} \backslash\left\{\left(r, v_{1}^{\prime}\right),\left(r, v_{2}^{\prime}\right)\right\}$.
(2) If there is a vertex $v \in V_{T} \cap V_{P}$ incident to two edges $e_{1}$ and $e_{2}$ in $P$ and to $j \geq 2$ edges in $T$, then we replace $v$ with a path $\left(v_{1}, \ldots, v_{j}\right)$ of weight 0 , so that $v_{1}$ and $v_{j}$ are incident to $e_{1}$ and $e_{2}$, respectively, and $v_{i}(1 \leq i \leq j)$ is incident to exactly one of the $j$ edges in $F$ (originally incident to $v$ ) with preserving planarity. At this point, any vertex $v \in V_{T} \cap V_{P}$ is incident to two edges in $P$ and to one edge in $T$. This implies that $T$ becomes a forest. Moreover, only edges in $P$
have weight 0 .
(3) If there is an edge in $T$ joining two vertices $u$ and $v$ in $P$, then we add new vertices $u^{\prime}$ and $v^{\prime}$ and replace the edge $(u, v)$ with three edges $\left(u, u^{\prime}\right)$ of weight $0,\left(u^{\prime}, v^{\prime}\right)$ of weight $w(u, v)$, and $\left(v^{\prime}, v\right)$ of weight 0 . At this point, there are no edges in $T$ joining two vertices in $P$, and Properties 2 and 3 hold.
(4) If $T$ consists of two or more disconnected trees, then there exists a face containing edges of some disconnected trees $T_{1}$ and $T_{2}$ in $T$. By Steps (2) and (3), this face contains at least one non-leaf vertex $v_{i}$ of $T_{i}$ for each $i \in\{1,2\}$ such that $d_{C}\left(v_{1}, v_{2}\right)$ is positive. Adding a new edge $\left(v_{1}, v_{2}\right)$ of weight $d_{C}\left(v_{1}, v_{2}\right)$ decrements the number of trees in $T$ by 1 without violating Properties 2 and 3 . We continue this process until $T$ consists of exactly one tree, i.e., $C$ becomes a Halin graph.
It should be noted that since the vertices added in Steps (2) and (3) are incident to edges of weight 0 , and since any embedding algorithm with finite distortion never removes these edges, we naturally remove the added vertices by contracting these weight- 0 edges from a dominating tree of $C$ generated by the embedding algorithm.

With the above assumption, we embed the core $C$ using the algorithm, called EHG and defined in Sect. 3.2, for embedding a Halin graph. The following is a formal description of the main structure of EkOG.
EkOG(G)
Input: A $k$-outerplanar graph $G$.
Output: A random tree dominating $G$.
(1) For each 2-connected component $D$ of a $k$-outerplanar graph $G$, perform the following steps.
(a) If $D$ is 1-outerplanar, generate a random tree $T_{D}$ dominating $D$ using the algorithm of [11].
( b ) If $D$ is $k$-outerplanar with $k \geq 2$, then let $D_{1}, \ldots, D_{\ell}$ be ( $k-1$ )-outerplanar graphs obtained by removing vertices in the outer face of $D$, and perform the following steps.
(i) For $1 \leq i \leq \ell$, perform $\operatorname{EkOG}\left(D_{i}\right)$ recursively to generate a random tree $T_{i}$ dominating $D_{i}$.
(ii) Let $B$ be the bush obtained from $D$ by replacing the edges in $D_{i}$ with the edges in $T_{i}$ for $1 \leq i \leq \ell$.
(iii) Let $C$ be the core of $B$ and perform $\mathrm{EHG}(C)$ (defined in Sect. 3.2) to generate a random tree $T_{C}$ dominating $C$.
(iv ) Let $T_{D}$ be the tree obtained from $B$ by replacing the edges in $C$ with the edges in $T_{C}$.
(2) Return the union of the generated trees $T_{D}$ dominating the 2-connected components $D$ of $G$.

### 3.2 Embedding of Halin Graphs

### 3.2.1 Preliminaries

The following definitions will be used to describe the embedding algorithm for Halin graphs. Let $H$ be a Halin graph to be embedded that consists of a tree $T$ and a path $Q$ connecting the leaves of $T$. We define a vertex $r \in V_{T} \backslash V_{Q}$ as a root of $T$. For a vertex $p \in V_{T}$, let $T_{p}$ be the subtree of $T$ induced by $p$ and all the descendants of $p$ in $T$. The minimal subpath of $Q$ containing all the leaves of $T_{p}$ is called the base of $p$ and denoted by $Q_{p}$. The
union of $T_{p}$ and $Q_{p}$ is called the delta of $p$ and denoted by $\Delta_{p}$. Note that $T_{r}=T, Q_{r}=Q$, and $\Delta_{r}=H$. Let $\ell_{p}$ be a leaf of $T_{p}$ at the minimum distance from $p$. The path between $p$ and $\ell_{p}$ in $T_{p}$ is called a spine of $p$ and denoted by $S_{P}$. We fix $\ell_{p}$ and $S_{p}$ while processing $\Delta_{p}$ in the embedding algorithm. We also fix the root $r$ until the embedding of $H$ is completed. The graph $\Delta_{p}$ is narrow if for any vertex $u$ in $T_{p}$ and any leaf $\ell$ of $T_{u}$, the distance between $\ell_{u}$ and $\ell$ in $Q_{u}$ is at most $\alpha$ times the distance between $\ell_{u}$ and $\ell$ in $T_{u}$, i.e., $d_{Q_{u}}\left(\ell_{u}, \ell\right) \leq \alpha \cdot d_{T_{u}}\left(\ell_{u}, \ell\right)$, where $\alpha>1$ is a parameter determined later. It should be noted that if $\Delta_{p}$ is narrow, then $\Delta_{u}$ is narrow for any descendant $u$ of $p$. The graph $\Delta_{p}$ is wide if the following conditions hold.

- For any child $u$ of $p, \Delta_{u}$ is narrow.
- There is a leaf $\ell$ of $T_{p}$ such that $d_{Q_{p}}\left(\ell_{p}, \ell\right)>\alpha \cdot d_{T_{p}}\left(\ell_{p}, \ell\right)$.

It should be noted that if $\Delta_{p}$ is not narrow, then there exists a vertex $u$ in $T_{p}$ such that $\Delta_{u}$ is wide.

### 3.2.2 Main Structure of Embedding of Halin Graphs

The algorithm for embedding Halin graphs, called EHG, reduces an input Halin graph by replacing a wide delta of a vertex $p$ with a random tree dominating the delta. The random tree is chosen so that $p$ is contained in the path connecting the end-vertices of the base of $p$. Therefore, the resulting graph is a bush whose core is a reduced Halin graph with $p$ in the outer face. Repeating this process, we obtain a Halin graph that is a narrow or wide delta of the fixed root, and finish the embedding by generating a random tree dominating the delta of the root. The algorithms for embedding narrow and wide deltas are defined in Sects. 3.3 and 3.4, respectively.
The following is a formal description of the main structure of EHG for an input Halin graph $H$ with a fixed root $r$.
EHG( $H$ )
Input: A Halin graph $H$ with a fixed root $r$.
Output: A random tree dominating $H$.
(1) If $\Delta_{r}$ is narrow, then perform NarrowEmbedding $\left(\Delta_{r}\right)$ (defined in Sect. 3.3) to generate a random tree dominating $\Delta_{r}$, and return the tree.
(2) Find a vertex $p$ in $T_{r}$ such that $\Delta_{p}$ is wide, and perform WideEmbedding $\left(\Delta_{p}\right)$ (defined in Sect. 3.4) to generate a random tree $\tilde{T}_{p}$ dominating $\Delta_{p}$ in which the path connecting the end-vertices of $Q_{p}$ contains $p$.
(3) If $p=r$, then return $\tilde{T}_{p}$.
(4) Let $B$ be the bush obtained from $H$ by replacing the edges of $\Delta_{p}$ with the edges of $\tilde{T}_{p}$.
(5) Let $C$ be the unique core of $B$ and perform $\operatorname{EHG}(C)$ recursively to generate a random tree $T_{C}$ dominating $C$.
(6) Let $T_{H}$ be the tree obtained from $B$ by replacing the edges in $C$ with the edges in $T_{C}$, and return $T_{H}$.

### 3.3 Embedding of Narrow Deltas

The algorithm for embedding a narrow delta $\Delta_{p}$, called NarrowEmbedding, keeps the edge joining $p$ and its child $u$ in the spine $S_{p}$ at probability 1 and generates a random tree $\tilde{T}_{u}$ by using NarrowEmbedding recursively. This implies that $\tilde{T}_{u}$ has the spine $S_{p}$. The tree $\tilde{T}_{u}$ is chosen so that it also contains the base $Q_{u}$. For another child $v$ of $p$, the algorithm separates $(p, v) \cup \Delta_{v}$ into random two trees by cutting edges in $(p, v) \cup T_{v}$, so that $p$ is
contained in one of the separated two trees, and $Q_{u}$ is contained in the other tree. Therefore, the graph generated from $\Delta_{p}$ is a tree dominating $\Delta_{p}$.

The separating procedure for $(p, v) \cup \Delta_{v}$, called NarrowCut, removes the edge $(p, v)$ at probability

$$
1-\left[\frac{w\left(S_{v}\right)}{w((p, v))+w\left(S_{v}\right)}\right]^{2} .
$$

If $(p, v)$ was removed, then $\Delta_{v}$ is embedded using NarrowEmbedding. Otherwise, $\Delta_{v}$ is separated recursively.

The following two matters should be noted. The first one is that if $w\left(S_{v}\right)=0$ and $w((p, v))>0$, then $(p, v)$ is removed at probability 1 , and therefore, no further recursive NarrowCut is performed. In other words, if $w((p, v))>0$ and $(p, v)$ is not removed, then $w\left(S_{v}\right)>0$ and $v$ has a child. The second matter is that since we introduce edges of weight 0 joining outer and inner vertices to assume Properties $1-3$, it may be the case that $w\left(S_{v}\right)=w((p, v))=0$, which makes the probability of removing $(p, v)$ an indeterminate form. In this case, however, NarrowCut is not performed for $(p, v) \cup \Delta_{v}$ by the definition of the algorithm and the procedure to assume Properties $1-3$, This is proved as Lemma 3 in Sect. 4.1. Therefore, we may assume that $w\left(S_{v}\right)>0$ or $w((u, v))>0$ in NarrowCut.

The following are formal descriptions of NarrowEmbedding and NarrowCut.
NarrowEmbedding $\left(\Delta_{p}\right)$
Input: A narrow delta $\Delta_{p}$ of a vertex $p$.
Output: A random tree dominating $\Delta_{p}$ and containing the spine $S_{p}$ and base $Q_{p}$.
(1) If $T_{p}$ is the single vertex $p$, then return $p$.
(2) For the child $u$ of $p$ in the spine $S_{p}$ of $p$, perform NarrowEmbedding $\left(\Delta_{u}\right)$ to generate a random tree $\tilde{T}_{u}$ dominating $\Delta_{u}$ and containing $Q_{u}$.
(3) For a child $v$ of $p$ not in $S_{p}$, perform NarrowCut $\left((p, v) \cup \Delta_{v}\right)$ to generate a random forest $F_{v}$ that dominates $(p, v) \cup \Delta_{v}$ and consists of two trees containing $p$ in one tree and $Q_{v}$ in the other tree.
(4) Return the tree obtained from $\Delta_{p}$ by replacing the edges of $\Delta_{u}$ with the edges of $\tilde{T}_{u}$, and the edges of $(p, v) \cup \Delta_{v}$ with the edges of $F_{v}$ for every child $v$ not in $S_{p}$.
NarrowCut $\left((p, v) \cup \Delta_{v}\right)$
Input: The graph $(p, v) \cup \Delta_{v}$ of a vertex $p$, a child $v$ of $p$, and the delta $\Delta_{v}$ of $v$.
Output: A random forest that dominates $(p, v) \cup \Delta_{v}$ and consists of two trees containing $v$ in one tree and the base $Q_{v}$ in the other tree.
(1) Remove the edge $(p, v)$ at probability $1-\left[w\left(S_{v}\right) /(w((p, v))+\right.$ $\left.\left.w\left(S_{v}\right)\right)\right]^{2}$.
(2) If $(p, v)$ was removed, then perform NarrowEmbedding $\left(\Delta_{v}\right)$ to generate a random tree $\tilde{T}_{v}$ dominating $\Delta_{v}$ and containing $Q_{v}$. Then, return $p \cup \tilde{T}_{v}$.
(3) If $(p, v)$ remains, then for each child $x$ of $v$, perform $\operatorname{NarrowCut}\left((v, x) \cup \Delta_{x}\right)$ to generate a random forest $F_{x}$ that dominates $(v, x) \cup \Delta_{x}$ and consists of two trees containing $v$ in one tree and $Q_{x}$ in the other tree. Then, return the tree obtained from $(p, v) \cup \Delta_{v}$ by replacing the edges of $(v, x) \cup \Delta_{x}$
with the edges of $F_{x}$ for each child $x$ of $v$.

### 3.4 Embedding of Wide Deltas

The algorithm for embedding a wide delta $\Delta_{p}$, called WideEmbedding, first finds a set $U$ of children of $p$ such that

- for any distinct $u, v \in U, d_{Q_{p}}\left(\ell_{u}, \ell_{v}\right)>\alpha \cdot d_{T_{p}}\left(\ell_{u}, \ell_{v}\right)$;
- for any child $x \notin U$ of $p$, there is $u \in U$ such that $d_{Q_{p}}\left(\ell_{u}, \ell_{x}\right) \leq \alpha \cdot d_{T_{p}}\left(\ell_{u}, \ell_{x}\right)$ and $d_{T_{p}}\left(p, \ell_{u}\right) \leq d_{T_{p}}\left(p, \ell_{x}\right)$.
The set $U$ can be found by a simple greedy search, which is described specifically in a formal description below. In particular, the child of $p$ in the spine $S_{p}$ is chosen as an element of $U$. Second, the algorithm performs NarrowEmbedding $\left(\Delta_{u}\right)$ for each $u \in U$ and NarrowCut $\left((p, x) \cup \Delta_{x}\right)$ for each child $x \notin U$ of $p$. At this point, we obtain a random graph containing the base $Q_{p}$ and the paths connecting $p$ and $\ell_{u}$ for all children $u \in U$ of $p$.

Third, if $|U|=1$, then the algorithm chooses one leaf $v$ with $d_{Q_{p}}\left(\ell_{p}, v\right)>\alpha \cdot d_{T_{p}}\left(\ell_{p}, v\right)$ and adds a new edge $(p, v)$ of weight $d_{T_{p}}(p, v)$ to the random graph obtained thus far. Moreover, $v$ is added to $U$. The vertex $v$ becomes a child of $p$ in the resulting graph. We define $\ell_{v}:=v$.
At this point, we have at least two vertices in $U$. Two vertices $u, v \in U$ are said to be consecutive if there is no vertex $x \in U$ such that $\ell_{x}$ appears between $\ell_{u}$ and $\ell_{p}$ in $Q_{p}$. Finally, for each pair of consecutive $u, v \in U$, the algorithm chooses and removes one edge $e$ in the subpath $P$ of $Q_{p}$ between $\ell_{u}$ and $\ell_{v}$ at probability $w(e) / w(P)$. Then, a tree dominating $\Delta_{p}$ is obtained. Moreover, the path in the tree connecting end-vertices of $Q_{p}$ contains $p$.
The following is a formal description of WideEmbedding.

## WideEmbedding $\left(\Delta_{p}\right)$

Input: A wide delta $\Delta_{p}$ of a vertex $p$.
Output: A random tree dominating $\Delta_{p}$ in which the path connecting the end-vertices of the base $Q_{p}$ contains $p$.
(1) Find a set $U$ of children of $p$ as follows.
(a) Let $U:=\{v\}$ for the child $v$ of $p$ in the spine $S_{p}$, and mark the other children of $p$ "unchecked".
(b) Remove the mark of each "unchecked" child $x$ of $p$ with $d_{Q_{p}}\left(\ell_{u}, \ell_{x}\right) \leq \alpha \cdot d_{T_{p}}\left(\ell_{u}, \ell_{x}\right)$.
(c) Include an "unchecked" child $u$ of $p$ with the minimum $d_{T_{p}}\left(p, \ell_{u}\right)$ to $U$, and remove the mark of $u$.
(d) Repeat (b) and (c) while "unchecked" children of $p$ remain.
(2) For each $u \in U$, perform NarrowEmbedding $\left(\Delta_{u}\right)$ to generate a random tree $\tilde{T}_{u}$ dominating $\Delta_{u}$ and containing $Q_{u}$.
(3) For each child $x \notin U$ of $p$, perform $\operatorname{NarrowCut}\left((p, x) \cup \Delta_{x}\right)$ to generate a random forest $F_{x}$ that dominates $(p, x) \cup \Delta_{x}$ consists of two trees containing $p$ in one tree and $Q_{x}$ in the other tree.
(4) Let $\tilde{\Delta}_{p}$ be the graph obtained from $\Delta_{p}$ by replacing the edges of $\Delta_{u}$ with the edges of $\tilde{T}_{u}$ for each $u \in U$, and the edges of $(p, x) \cup \Delta_{x}$ with the edges of $F_{x}$ for each child $x \notin S$ of $p$.
(5) If $|U|=1$, then perform the following:
(a) Choose one leaf $v$ of $T_{p}$ with $d_{Q_{p}}\left(\ell_{p}, v\right)>\alpha \cdot d_{T_{p}}\left(\ell_{p}, v\right)$ arbitrarily.
(b) Add a new edge ( $p, v$ ) of weight $d_{T_{p}}(p, v)$ to $\tilde{\Delta}_{p}$, and add $v$ to $U$.
(c) Define $\ell_{v}:=v$.
(6) For each pair of consecutive $u, v \in U$, choose one edge $e$ in the subpath $P$ of $Q_{p}$ between $\ell_{u}$ and $\ell_{v}$ at probability $w(e) / w(P)$, and remove $e$ from $\tilde{\Delta}_{p}$. Then, return the resulting tree.

## 4. Analysis of Embedding

### 4.1 Correctness of Embedding

As mentioned in Sect. 3.3, $\operatorname{NarrowCut}\left((p, v) \cup \Delta_{v}\right)$ is not welldefined if $w\left(S_{p}\right)=w((p, v))=0$. We claim in Lemma 3 below that if $w\left(S_{p}\right)=w((p, v))=0$, then the proposed algorithm does not perform NarrowCut $\left((p, v) \cup \Delta_{v}\right)$. On condition that the claim hold, the correctness of the proposed algorithm EKOG and the subroutines that they generate desired random graphs is selfexplanatory and can be proved by simple induction based on their definitions. Therefore, we omit the proof for the correctness.

Lemma 3 NarrowCut $\left((p, v) \cup \Delta_{v}\right)$ is not performed if $w\left(S_{v}\right)=$ $w((p, v))=0$.

Proof Assume $w\left(S_{v}\right)=w((p, v))=0$. Then, the spine $S_{p}$ has weight 0 because $w\left(S_{p}\right) \leq w((p, v))+w\left(S_{p}\right)=0$. If NarrowCut $\left((p, v) \cup \Delta_{v}\right)$ is performed, then one of the following procedures is performed:

- NarrowCut $\left((q, p) \cup \Delta_{p}\right)$ for the parent $q$ of $p$,
- NarrowEmbedding $\left(\Delta_{p}\right)$, or
- WideEmbedding $\left(\Delta_{p}\right)$.

Assume first that $\operatorname{NarrowCut}\left((q, p) \cup \Delta_{p}\right)$ is performed. Since $w((p, v))=0$, the edge $(q, p)$ has a positive weight by Property 2. Since $w\left(S_{p}\right)=0$ as already claimed, the edge $(q, p)$ is removed at probability $1-\left[w\left(S_{p}\right) /\left(w((q, p))+w\left(S_{p}\right)\right)\right]^{2}=1$, and by the definition of the algorithm, $\operatorname{NarrowCut}\left((p, v) \cup \Delta_{v}\right)$ is not performed.

Assume next that NarrowEmbedding or WideEmbedding is performed for $\Delta_{p}$. Since $w\left(S_{p}\right)=0$ and $w((p, v))+w\left(S_{v}\right)=0$, $v$ is in $S_{p}$ by Property 3. Therefore, by the definition of the algorithm, not NarrowCut $\left((p, v) \cup \Delta_{v}\right)$ but NarrowEmbedding $\left(\Delta_{v}\right)$ with preserving the edge ( $p, v$ ) is performed. (It should be noted that the child $v$ of $p$ in the spine $S_{p}$ is chosen as an element of $U$ in Step 1a of WideEmbedding.)

### 4.2 Distortion

For an embedding of a graph $G$ with distribution $\mathcal{D}$ over a set of trees $T$ dominating $G$, and for an edge $(u, v)$ in $G$, we call the value $\mathbb{E}_{\mathscr{D}}\left[d_{T}(u, v)\right] / w((u, v))$ the distortion of $(u, v)$ in the embedding. It should be noted that the distortion of the embedding is the maximum distortion of any edge in $G$.

Suppose that a Halin graph $H$ with a root $r$ is input to EHG. Let $p$ be a vertex of $T_{r}$ such that $\Delta_{p}$ is narrow and input to NarrowEmbedding (i.e., $p=r$ in this case), or wide and input to WideEmbedding. We divide the edges of $\Delta_{p}$ into three groups as follows. If $\Delta_{p}$ is narrow, then we define $E^{U}$ to be the set of edges in the spine $S_{p}$. If $\Delta_{p}$ is wide, then we define $E^{U}$ to be the set of edges in the paths in $T_{p}$ connecting $p$ and $\ell_{u}$ for all $u \in U$. If a new edge joining $p$ and a leaf $v$ is added in Step 5 b of WideEmbedding, then the edge ( $p, v$ ) is also added to $E^{U}$. Let $E^{T}$ be the set of edges in $T_{p}$ but not in $E^{U}$. Then, the edge sets
$E_{Q_{p}}, E^{U}$, and $E^{T}$ are distinct, and $E_{\Delta_{p}}$, possibly together with the additional edge $(p, v)$, is equal to $E_{Q_{p}} \cup E^{U} \cup E^{T}$. Recall that after NarrowEmbedding or WideEmbedding for $\Delta_{p}$ is finished, unless $p=r$, we obtain a bush $B$ dominating $H$ and perform EHG( $C$ ) recursively for the unique core $C$ of $B$.

Let $\delta:=2 \alpha /(\alpha-1)=2+2 /(\alpha-1)$.
Lemma 4 The distortion of an edge in the base $Q_{p}$ is at most $\delta$.
Proof Suppose that $h \geq 0$ recursive calls of EHG are performed in total to finish $\operatorname{EHG}(H)$. We prove the lemma by induction on $h$.

We first assume $h=0$, i.e., $p=r$. If $\Delta_{p}$ is narrow, then any edge $e \in E_{Q_{p}}$ is an edge of the spine of $p$. Because NarrowEmbedding $\left(\Delta_{p}\right)$ removes no edge of the spine $S_{p}$, the distortion of $e$ is 1 . If $\Delta_{p}$ is wide, then any edge $e \in E_{Q_{p}}$ is possibly removed in Step 6 of WideEmbedding $\left(\Delta_{p}\right)$, i.e., only if there are consecutive $u, v \in U$ such that $e$ is contained in the subpath $P$ of $Q_{p}$ between $\ell_{u}$ and $\ell_{p}$. Because the probability of the removal is $w(e) / w(P)$, the distortion of $e$ is at most

$$
\begin{aligned}
& {\left[\left\{d_{Q_{p}}\left(\ell_{u}, \ell_{v}\right)+d_{T_{p}}\left(\ell_{u}, \ell_{v}\right)\right\} \frac{w(e)}{w(P)}+w(e)\right] / w(e) } \\
< & \left\{d_{Q_{p}}\left(\ell_{u}, \ell_{v}\right)+\frac{d_{Q_{p}}\left(\ell_{u}, \ell_{v}\right)}{\alpha}\right\} \frac{1}{d_{Q_{p}}\left(\ell_{u}, \ell_{v}\right)}+1 \\
= & 2+\frac{1}{\alpha}<2+\frac{2}{\alpha-1}=\delta .
\end{aligned}
$$

We next assume $h \geq 1$ and the lemma for $h-1$. Then, $\Delta_{p}$ is wide, and $e$ is either between $\ell_{u}$ and $\ell_{v}$ for some consecutive $u, v \in U$ or between an end-vertex of $Q_{p}$ and $\ell_{x}(x \in U)$ nearest to the end-vertex.
In the former case, $e$ is possibly removed similarly to the case of $h=0$. The path in $T_{p}$ from $p$ to $\ell_{u}$ or to $\ell_{v}$ remains in the bush obtained in Step 4 of $\operatorname{EHG}(H)$, and possibly becomes a part of the base of the core $C$ in the subsequent step. Therefore, the path connecting $\ell_{u}$ and $\ell_{v}$ in $T_{p}$ has an expected weight at most $\delta \cdot d_{T_{p}}\left(\ell_{u}, \ell_{v}\right)$ by induction hypothesis. It should be noted that if $e$ is not removed, then it is not contained in $C$, i.e., there is no further chance for $e$ to be removed. Thus, the distortion of $e$ is at most

$$
\begin{aligned}
& {\left[\left\{d_{Q_{p}}\left(\ell_{u}, \ell_{v}\right)+\delta \cdot d_{T_{p}}\left(\ell_{u}, \ell_{v}\right)\right\} \frac{w(e)}{d_{Q_{p}}\left(\ell_{u}, \ell_{v}\right)}+w(e)\right] / w(e) } \\
< & \left\{d_{Q_{p}}\left(\ell_{u}, \ell_{v}\right)+\delta \cdot \frac{d_{Q_{p}}\left(\ell_{u}, \ell_{v}\right)}{\alpha}\right\} \frac{1}{d_{Q_{p}}\left(\ell_{u}, \ell_{v}\right)}+1 \\
= & 2+\frac{\delta}{\alpha}=2+\frac{2 \alpha}{\alpha-1} \cdot \frac{1}{\alpha}=\delta .
\end{aligned}
$$

In the latter case, i.e., if $e$ is between an end-vertex of $Q_{p}$ and $\ell_{x}$ ( $x \in U$ ) nearest to the end-vertex, then $e$ is contained in the path connecting the end-vertices of $Q_{p}$ in the core $C$ and becomes an edge of the base of $C$. Therefore, $e$ has distortion at most $\delta$ by induction hypothesis.

Lemma 5 The distortion of an edge in $E^{U}$ is at most $\delta$.
Proof If $\Delta_{p}$ is narrow, then any edge $e \in E^{U}$ is an edge of the spine of $p$. Because NarrowEmbedding $\left(\Delta_{p}\right)$ removes no edge of
the spine $S_{p}$, the distortion of $e$ is 1 .
If $\Delta_{p}$ is wide, then any edge $e \in E^{U}$ is either an edge joining $p$ and its child $u \in U$ or an edge of a spine $S_{u}$ of some $u \in U$. In the former case, WideEmbedding $\left(\Delta_{p}\right)$ does not remove $e$. In the latter case, $e$ is not removed either because NarrowEmbedding $\left(\Delta_{u}\right)$ removes no edge of the spine $S_{u}$. Thus, the edge $e$ remains in the bush obtained in Step 4 of EHG, and either becomes an edge of the core $C$ in the subsequent step or is not contained in $C$. In the former case, $e$ is an edge of the base of $C$ and has distortion at most $\delta$ by the Lemma 4. In the latter case, the distortion of $e$ is obviously 1 .

To estimate the distortion of edges in $E^{T}$, we fix $e \in E^{T}$ and suppose that $e$ joins a vertex $v_{0}$ and its parent $v_{1}$. We examine properties, expected weights, and probabilities of random paths in $T_{p}$ connecting $v_{0}$ and $v_{1}$ for the case of removal of $e$.

Let $\left(v_{1}, \ldots, v_{h}\right)$ be the maximal path in $T_{p}$ consisting of ancestors of $v_{0}$ and edges in $E^{T}$. It should be noted that $v_{h}=p$, or the path connecting $v_{h}$ and $p$ in $T_{p}$ consists of edges in $E^{U}$. If the edge $e=\left(v_{1}, v_{0}\right)$ is removed in NarrowEmbedding $\left(\Delta_{p}\right)$ or WideEmbedding $\left(\Delta_{p}\right)$, then NarrowCut $\left(\left(v_{1}, v_{0}\right) \cup \Delta_{v_{0}}\right)$ is performed as a descendant procedure. This implies one of the following cases by the definitions of procedures performing NarrowCut.
Case 1 NarrowEmbedding $\left(\Delta_{v_{1}}\right)$ is performed. In this case, NarrowEmbedding $\left(\Delta_{u}\right)$ is also performed for the child $u \neq$ $v_{0}$ of $v_{1}$ in the spine $S_{v_{1}}$.
Case $2 \operatorname{NarrowCut}\left(\left(v_{2}, v_{1}\right) \cup \Delta_{v_{1}}\right)$ is performed and does not remove the edge $\left(v_{2}, v_{1}\right)$.
Case $3 \Delta_{p}$ is wide, $v_{1}=p$ (i.e., $h=1$ ), and $v_{0} \notin U$ in WideEmbedding $\left(\Delta_{p}\right)$. In this case, NarrowEmbedding $\left(\Delta_{u}\right)$ is performed for a child $u \in U$ of $p$ such that $d_{T_{p}}\left(p, \ell_{u}\right) \leq$ $d_{T_{p}}\left(p, \ell_{v_{0}}\right)$ and $d_{Q_{p}}\left(\ell_{u}, \ell_{v_{0}}\right) \leq \alpha \cdot d_{T_{p}}\left(\ell_{u}, \ell_{v_{0}}\right)$.

Lemma 6 There exists $1 \leq m \leq h$ such that the following condition is satisfied.

Condition 4 - For each $2 \leq i \leq m$, NarrowCut $\left(\left(v_{i}, v_{i-1}\right) \cup\right.$ $\left.\Delta_{v_{i-1}}\right)$ is performed and does not remove the edge $\left(v_{i}, v_{i-1}\right)$.

- There exists a child $u_{m} \neq v_{m-1}$ of $v_{m}$ such that

$$
\begin{align*}
d_{T_{p}}\left(v_{m}, \ell_{u_{m}}\right) & \leq d_{T_{p}}\left(v_{m}, \ell_{v_{m-1}}\right),  \tag{1}\\
d_{Q_{p}}\left(\ell_{u_{m}}, \ell_{v_{m-1}}\right) & \leq \alpha \cdot d_{T_{p}}\left(\ell_{u_{m}}, \ell_{v_{m-1}}\right), \tag{2}
\end{align*}
$$

the edge $\left(v_{m}, u_{m}\right)$ is not removed, and NarrowEmbedding $\left(\Delta_{u_{m}}\right)$ is performed.

- The vertex $v_{m-1}$ is not in the spine $S_{v_{m}}$.

Proof If Case 1 or 3 holds, then Condition 4 is satisfied for $m=1$. It should be noted that $v_{0}$ is not in the spine $S_{v_{1}}$ in both Cases 1 and 3. If Case 2 holds, then one of Cases $1-3$ holds for $v_{0}, \ldots, v_{h-1}$ with shifted suffixes as $v_{i}:=v_{i+1}$. Repeating this argument, Condition 4 is satisfied for some $m$.

It should be noted that $m$ is a random variable, whose value is determined by random choices performed in NarrowEmbedding $\left(\Delta_{p}\right)$ or WideEmbedding $\left(\Delta_{p}\right)$. Moreover, $m$ is unique. This is because if $\operatorname{NarrowCut}\left(\left(v_{m+1}, v_{m}\right) \cup \Delta_{v_{m}}\right)$
is performed and does not remove the edge $\left(v_{m+1}, v_{m}\right)$, then NarrowCut $\left(\left(v_{m}, x\right) \cup \Delta_{x}\right)$ is performed for every child $x$ of $v_{m}$, which implies that either the edge $\left(v_{m}, u_{m}\right)$ is removed, or NarrowEmbedding $\left(\Delta_{u_{m}}\right)$ is not performed.

If the edge $e=\left(v_{1}, v_{0}\right)$ is removed by NarrowCut $\left(\left(v_{1}, v_{0}\right) \cup \Delta_{v_{0}}\right)$, then NarrowEmbedding $\left(\Delta_{v_{0}}\right)$ is performed. NarrowEmbedding performed for a delta of a vertex $x$ removes no edge of the spine of $x$. Therefore, at the point that NarrowEmbedding $\left(\Delta_{p}\right)$ or WideEmbedding $\left(\Delta_{p}\right)$ is finished, the path connecting $v_{0}$ and $v_{1}$ for the case of removal of $e$, called the alternative path $A_{m}$, is the concatenation of
(i) the edges $\left(v_{1}, v_{2}\right),\left(v_{2}, v_{3}\right), \ldots$, and $\left(v_{m-1}, v_{m}\right)$,
(ii) the edge $\left(v_{m}, u_{m}\right)$ and the spine $S_{u_{m}}$,
(iii) the subpath $P_{m}$ of the base $Q_{p}$ between $\ell_{u_{m}}$ and $\ell_{v_{0}}$, which are the end-vertices of $S_{u_{m}}$ and $S_{v_{0}}$ in $Q_{p}$, respectively, and
(iv) the spine $S_{v_{0}}$.

Lemma 7 At the point that $E H G(H)$ is finished, the expected weight of $A_{m}$ is $\mathbb{E}\left[w\left(A_{m}\right)\right] \leq\{1+(1+4 \alpha) \delta\} w\left(D_{m}\right)$.

Proof Because the edges in (i) and (iv) are in $E^{T}$, there is no further chance for the edges to be removed. Because the edges in (ii) are contained in $E^{U} \cup E^{T}$, they have distortion at most $\delta$ by Lemma 5 . The edges in (iii) have distortion at most $\delta$ by Lemma 4. Thus, the expected weight of $A_{m}$ is at most

$$
\begin{equation*}
\mathbb{E}\left[w\left(A_{m}\right)\right] \leq w\left(D_{m}\right)+\left\{w\left(\left(v_{m}, u_{m}\right)\right)+w\left(S_{u_{m}}\right)+w\left(P_{m}\right)\right\} \delta \tag{3}
\end{equation*}
$$

where for $1 \leq i \leq m, D_{i}$ is the path consisting of the spine $S_{v_{0}}$ and edges $\left(v_{0}, v_{1}\right), \ldots,\left(v_{i-1}, v_{i}\right)$. By (1) and $w\left(S_{v_{m-1}}\right) \leq w\left(D_{m-1}\right)$,

$$
\begin{align*}
w\left(\left(v_{m}, u_{m}\right)\right)+w\left(S_{u_{m}}\right) & \leq w\left(\left(v_{m}, v_{m-1}\right)\right)+w\left(S_{v_{m-1}}\right) \\
& \leq w\left(\left(v_{m}, v_{m-1}\right)\right)+w\left(D_{m-1}\right)=w\left(D_{m}\right) . \tag{4}
\end{align*}
$$

Similarly,

$$
\begin{align*}
w\left(P_{m}\right)= & d_{Q_{p}}\left(\ell_{u_{m}}, \ell_{v_{0}}\right) \leq d_{Q_{p}}\left(\ell_{u_{m}}, \ell_{v_{m-1}}\right)+d_{Q_{p}}\left(\ell_{v_{m-1}}, \ell_{v_{0}}\right) \\
\leq & \alpha \cdot d_{T_{p}}\left(\ell_{u_{m}}, \ell_{v_{m-1}}\right)+\alpha \cdot d_{T_{p}}\left(\ell_{v_{m-1}}, \ell_{v_{0}}\right) \\
& \quad\left[\operatorname{by}(2), \text { and because } \Delta_{v_{m-1}}\right. \text { is narrow] } \\
\leq & \alpha\left\{w\left(\left(v_{m}, u_{m}\right)\right)+w\left(S_{u_{m}}\right)+w\left(\left(v_{m}, v_{m-1}\right)\right)+w\left(S_{v_{m-1}}\right)\right\} \\
& +\alpha\left\{w\left(S_{v_{m-1}}\right)+w\left(D_{m-1}\right)\right\} \\
\leq & \alpha\left\{2 w\left(D_{m}\right)+2 w\left(D_{m-1}\right)\right\} \quad[\text { similarly to (4)] } \\
\leq & 4 \alpha \cdot w\left(D_{m}\right) \quad\left[\text { by } w\left(D_{m-1}\right) \leq w\left(D_{m}\right)\right] . \tag{5}
\end{align*}
$$

Combining (3)-(5), we have $\mathbb{E}\left[w\left(A_{m}\right)\right] \leq\{1+(1+4 \alpha) \delta\} w\left(D_{m}\right)$.

Let $M$ be the set of numbers $1 \leq i \leq h$ such that $v_{i-1}$ is not contained in the spine of $v_{i}$. It should be noted that $\{1, m\} \subseteq M$ by Cases 1-3 and Condition 4 . For $i \in M$ such that $i<\max \{M\}$, let $N(i)$ be the the next larger number in $M$ than $i$. We define $N(\max \{M\}):=\max \{M\}+1$ for consistency needed later. To estimate the probability for the alternative path $A_{m}$, we claim a property for the edges $\left(v_{m}, v_{m+1}\right), \ldots,\left(v_{N(m)-1}, v_{N(m)}\right)$ in the following lemma.

Lemma 8 Unless $m=\max \{M\}$, at least one of the edges $\left(v_{m}, v_{m+1}\right), \ldots,\left(v_{N(m)-1}, v_{N(m)}\right)$ is removed by NarrowCut.

Proof Assume otherwise. If $v_{N(m)}=v_{h}=p$ and $\Delta_{p}$ is wide, then $v_{N(m)-1}=v_{h-1} \notin U$ and NarrowCut $\left(\left(v_{N(m)}, v_{N(m-1)}\right) \cup\right.$ $\left.\Delta_{v_{N(m)-1}}\right)$ is performed in WideEmbedding $\left(\Delta_{p}\right)$. Otherwise, since $\Delta_{v_{N(m)}}$ is narrow and the vertex $v_{N(m)-1}$ is not in the spine of $v_{N(m)}$, NarrowCut $\left(\left(v_{N(m)}, v_{N(m-1)}\right) \cup \Delta_{v_{N(m)-1}}\right)$ is performed in NarrowEmbedding $\left(\Delta_{v_{N(m)}}\right)$ or NarrowCut $\left(\left(v_{v_{N(m)+1}}, v_{v_{N(m)}}\right) \cup \Delta_{v_{N(m)}}\right)$. In either case, $\left(v_{N(m)}, v_{N(m)-1}\right)$ is not removed by assumption. This means that NarrowCut $\left(\left(v_{N(m)-1}, v\right) \cup \Delta_{v}\right)$ is performed for every child $v$ of $v_{N(m)-1}$, but does not remove the edge $\left(v_{N(m)-1}, v_{N(m)-2}\right)$.

Repeating this argument, NarrowCut $\left(\left(v_{m}, v\right) \cup \Delta_{v}\right)$ for every child $v$ of $v_{m}$ is performed. Thus, either the edge $\left(v_{m}, u_{m}\right)$ is removed, or NarrowCut $\left(\left(v_{m}, u_{m}\right) \cup \Delta_{u_{m}}\right)$ is performed, contradicting that Condition 4 is satisfied for $m$.

For $1 \leq i \leq \max \{M\}$, let $X_{i}$ be the probability that the edge $\left(v_{i}, v_{i-1}\right)$ is not removed by NarrowCut $\left(\left(v_{i}, v_{i-1}\right) \cup \Delta_{v_{i-1}}\right)$, i.e.,

$$
X_{i}:=\left[\frac{w\left(S_{v_{i-1}}\right)}{w\left(\left(v_{i}, v_{i-1}\right)\right)+w\left(S_{v_{i-1}}\right)}\right]^{2}
$$

We define $X_{N(\max \{M\})}=X_{\max \{M\}+1}:=0$.

Lemma 9 The probability that the vertices $v_{1}$ and $v_{0}$ are connected not by the edge e but by the alternative path $A_{m}$ is at most

$$
\frac{2 w(e)}{w\left(D_{1}\right)}\left(\prod_{i=2}^{m} X_{i}\right)\left(1-\prod_{i=m+1}^{N(m)} X_{i}\right)
$$

Proof We estimate the probabilities for three groups of edges $e=\left(v_{0}, v_{1}\right) ;\left(v_{1}, v_{2}\right), \ldots,\left(v_{m-1}, v_{m}\right) ;$ and $\left(v_{m}, v_{m+1}\right), \ldots$, $\left(v_{N(m)-1}, v_{N(m)}\right)$. First, since $e$ is removed, the probability for this event is

$$
\begin{aligned}
1-X_{1} & =1-\left[\frac{w\left(S_{v_{0}}\right)}{w(e)+w\left(S_{v_{0}}\right)}\right]^{2}=\frac{w(e)^{2}+2 w(e) w\left(S_{v_{0}}\right)}{\left(w(e)+w\left(S_{v_{0}}\right)\right)^{2}} \\
& \leq \frac{2 w(e)}{w(e)+w\left(S_{v_{0}}\right)}=\frac{2 w(e)}{w\left(D_{1}\right)}
\end{aligned}
$$

Second, since the edges $\left(v_{1}, v_{2}\right), \ldots,\left(v_{m-1}, v_{m}\right)$ are not removed (Condition 4), the probability for this event is $\prod_{i=2}^{m} X_{i}$. Finally, unless $m=\max \{M\}$, at least one of the edges $\left(v_{m}, v_{m+1}\right), \ldots$, $\left(v_{N(m)-1}, v_{N(m)}\right)$ is removed by Lemma 8 . The probability for this event is $1-\prod_{i=m+1}^{N(m)} X_{i}$. If $m=\max \{M\}$, then because we have no edges to be removed, the probability for this event is 1 , which is equal to $1-X_{N(\max \{M\})}=1-\prod_{i=m+1}^{N(m)} X_{i}$.

Putting all this together, the probability for the vertices $v_{0}$ and $v_{1}$ to be connected not by $e$ but by the alternative path $A_{m}$ is

$$
\left(1-X_{1}\right)\left(\prod_{i=2}^{m} X_{i}\right)\left(1-\prod_{i=m+1}^{N(m)} X_{i}\right) \leq \frac{2 w(e)}{w\left(D_{1}\right)}\left(\prod_{i=2}^{m} X_{i}\right)\left(1-\prod_{i=m+1}^{N(m)} X_{i}\right)
$$

Lemma 10 The distortion of an edge in $E^{T}$ is at most $4(4 \alpha+$ 1) $\delta+5$.

Proof We estimate the distortion of the edge $e=$ $\left(v_{1}, v_{0}\right)$. Because any edge in $E^{T}$ is not removed after
$\operatorname{NarrowEmbedding}\left(\Delta_{p}\right)$ or WideEmbedding $\left(\Delta_{p}\right)$ is finished, by Lemmas 7 and 9, the distortion of $e$ is at most

$$
\begin{align*}
& {\left[\sum_{m \in M} \frac{2 w(e)}{w\left(D_{1}\right)}\left(\prod_{i=2}^{m} X_{i}\right)\left(1-\prod_{i=m+1}^{N(m)} X_{i}\right) \mathbb{E}\left[w\left(A_{m}\right)\right]+X_{1} w(e)\right] / w(e)} \\
& \leq \frac{2}{w\left(D_{1}\right)} \sum_{m \in M}\left(\prod_{i=2}^{m} X_{i}-\prod_{i=2}^{N(m)} X_{i}\right)\{1+(1+4 \alpha) \delta\} w\left(D_{m}\right)+1 \tag{6}
\end{align*}
$$

The factor $\sum_{m \in M}\left(\prod_{i=2}^{m} X_{i}-\prod_{i=2}^{N(m)} X_{i}\right) w\left(D_{m}\right)$ can be estimated as follows:

$$
\begin{align*}
& \sum_{m \in M}\left(\prod_{i=2}^{m} X_{i}-\prod_{i=2}^{N(m)} X_{i}\right) w\left(D_{m}\right) \\
& =\sum_{m \in M}\left(\prod_{i=2}^{m} X_{i}-\prod_{i=2}^{N(m)} X_{i}\right)\left[w\left(D_{1}\right)+\sum_{\substack{j \in M \\
j<m}}\left\{w\left(D_{N(j)}\right)-w\left(D_{j}\right)\right\}\right] \\
& =\left(\prod_{i=2}^{1} X_{i}-\prod_{i=2}^{N(\max \{M\})} X_{i}\right) w\left(D_{1}\right) \\
& \quad+\sum_{j \in M} \sum_{\substack{m \in M}}\left(\prod_{i=2}^{m} X_{i}-\prod_{i=2}^{N<\max \{M\}} X_{i} X_{i}\right)\left\{w\left(D_{N(j)}\right)-w\left(D_{j}\right)\right\} \\
& =w\left(D_{1}\right)+\sum_{\substack{j \in M}}^{j<\max \{M\}}\left(\prod_{i=2}^{N(j)} X_{i}-\prod_{i=2}^{N\left(m_{i=2}\{M\}\right)} X_{i}\right)\left\{w\left(D_{N(j)}\right)-w\left(D_{j}\right)\right\} \\
& =w\left(D_{1}\right)+\sum_{\substack{j \in M \\
j<\max \{M\}}}\left(\prod_{i=2}^{N(j)} X_{i}\right)\left\{w\left(D_{N(j)}\right)-w\left(D_{j}\right)\right\} . \tag{7}
\end{align*}
$$

The factor $\prod_{i=2}^{N(j)} X_{i}$ for $j<\max \{M\}$ can be estimated as follows:

$$
\begin{aligned}
\prod_{i=2}^{N(j)} X_{i} & =\prod_{i=2}^{N(j)}\left[\frac{w\left(S_{v_{i-1}}\right)}{w\left(\left(v_{i}, v_{i-1}\right)\right)+w\left(S_{v_{i-1}}\right)}\right]^{2} \\
& \leq \prod_{i=2}^{N(j)}\left[\frac{w\left(D_{i-1}\right)}{w\left(\left(v_{i}, v_{i-1}\right)\right)+w\left(D_{i-1}\right)}\right]^{2} \\
& =\prod_{i=2}^{N(j)}\left[\frac{w\left(D_{i-1}\right)}{w\left(D_{i}\right)}\right]^{2}=\frac{w\left(D_{1}\right)^{2}}{w\left(D_{N(j)}\right)^{2}} .
\end{aligned}
$$

Substituting $\prod_{i=2}^{N(j)} X_{i}$ in (7) with this inequality,

$$
\begin{aligned}
& \sum_{m \in M}\left(\prod_{i=2}^{m} X_{i}-\prod_{i=2}^{N(m)} X_{i}\right) w\left(D_{m}\right) \\
& \leq w\left(D_{1}\right)+\sum_{\substack{j \in M \\
j<\max \{M\}}} \frac{w\left(D_{1}\right)^{2}}{w\left(D_{N(j)}\right)^{2}}\left\{w\left(D_{N(j)}\right)-w\left(D_{j}\right)\right\} \\
& \leq w\left(D_{1}\right)+\int_{w\left(D_{1}\right)}^{\infty} \frac{w\left(D_{1}\right)^{2}}{x^{2}} d x=w\left(D_{1}\right)+\left[-\frac{w\left(D_{1}\right)^{2}}{x}\right]_{w\left(D_{1}\right)}^{\infty} \\
& =2 w\left(D_{1}\right)
\end{aligned}
$$

Applying this inequality to (6), the distortion of $e$ is at most

$$
\frac{2}{w\left(D_{1}\right)} \cdot 2 w\left(D_{1}\right)\{1+(1+4 \alpha) \delta\}+1=4(4 \alpha+1) \delta+5
$$

Theorem 1 Any Halin graph can be embedded into random trees with distortion $77+32 \sqrt{5} \approx 148.6$.

Proof By Lemmas 4, 5, and 10, EHG embeds any Halin graph into random trees with distortion $4(4 \alpha+1) \delta+5=4(4 \alpha+1) \frac{2 \alpha}{\alpha-1}+5$. By setting $\alpha:=1+\sqrt{5} / 2 \approx 2.12$, we obtain the distortion of $77+32 \sqrt{5} \approx 148.6$.

Theorem 2 Any k-outerplanar graph can be embedded into random trees with distortion $8 \cdot 148.6^{k-1}<149^{k}$.

Proof Any outerplanar graph can be embedded into random trees with distortion 8 [11]. For $k \geq 2$, by inductively applying Theorem 1 to Lemmas 1 and 2, EkOG embeds any $k$-outerplanar graph into random trees with distortion $8 \cdot 148.6^{k-1}<149^{k}$.
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