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Abstract: Customer Activities (CA) are customers’ interaction with products and services in retail stores. CA Recognition 

(CAR) provides valuable information for marketing. Existing methods mainly use the end-to-end (e2e) model to realize the CAR. 

Due to the properties of the e2e model, its deployment is not too efficient because numerous amounts of e2e models are needed 

to get different information for the marketing purpose. In addition, it is difficult to modify the CAR output. We propose a flexible 

CAR method where CAR is separated into a hierarchy of several independent recognition levels, each of which uses different e2e 

model. Each model can be independently updated because recognition levels are separated. Output data of each level consists of 

the output data from the lower level, which provides a simple way to modify the output of each level. Furthermore, outputs from 

different levels offer different kinds of information. 
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1. Introduction     

Pattern recognition is one of an essential field of Artificial 

Intelligence (AI). Designing an algorithm that is able to recognize 

and understand human activities has been a goal of Pattern 

recognition. Machine learning-based algorithm is becoming the 

most popular algorithm in the recent few years because of its fast 

running speed and high accuracy. The rapid development of 

machine learning model now enables our computers to accept 

raw sensor data and output the recognition result of human 

activities. Human activity recognition has led to the innovation in 

many fields, such as the retail store.  

Since the rising of online shopping has occupied more and 

more parts of the market, the normal retail store is becoming 

gradually out of our sight. Thus, the innovation is necessary for 

the normal retail store in order to survive the competition with the 

online shop. As shown in Figure 1, in the traditional retail store, 

retailers use the records of cash registers or credit cards to 

analyze the purchasing behaviors of customers to support 

marketing plan [1]. However, those records only show the final 

result of the customer purchase decisions. There is no 

information about the process of customers’ decision making 

which is a one of the valuable information for marketing plan 

because it may reveal the reason of those decisions. Therefore, a 

kind of retail solution called "Smart Retail" is proposed. It uses 

ubiquitous sensors, especially camera, to collect real-time data of 

the store. Then, with a popular machine learning model, the smart 

 

Figure 1  Smart Retail and Customer Activities. 
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retail is able to analyze those real-time data to recognize 

Customer Activities (CA). The result of the CA Recognition 

(CAR) can be analyzed to get lots of valuable information for 

marketing plan. 

In this research, customer behavior is concluded into a 

concept called Customer Activities which means the customers’ 

interaction with products and services in retail stores. Figure 1 

illustrates that CA includes customer's position, movement, 

behavior, etc. In other words, CA is defined as a general concept 

of the interaction between customer and things in a retail store.  

To realize CAR, the e2e machine learning model is 

commonly utilized. Despite the good performance on recognition 

speed and accuracy, there are three problems when utilizing e2e 

models for CAR. 

First and foremost, it is hard to modify the model's outputs. 

Marketing demands are constantly changing and the changes 

probably require a recognition of some new behaviors that are not 

included in the current e2e model. However, modifying the e2e 

model to recognize some new behaviors is time-consuming. New 

training data are needed to be collected and the e2e model must 

be re-trained with the new data. It usually takes a few hours or 

even several days to complete the whole modification of the e2e 

model. 

Besides, the e2e model cannot be partially updated. A 

customer behavior recognition model usually has the input of 

video and the output of behavior. Since it is an e2e model, the 

processes such as people detection, motion feature extraction, 

behavior recognition must have been integrated into the model. 

Since the e2e model is an unexplainable black box, it is 

impossible to figure out which part belongs to which process. 

That is to say, replacing only the part for people detection with a 

better method is impossible. The model can only be entirely 

updated instead of partially updated. 

Last but not least, outputs of an e2e model are in the same 

level. Marketing requires data from different levels where the 

customer behavior belongs to one of those levels. Due to the 

properties of the e2e model, an e2e model outputs data in the 

same level, as shown in Figure 2. Hence, many e2e models are 

necessary to get data from different level to support marketing. 
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Figure 2  Existing CAR in Smart Retail. 

 

 
Figure 3  Solution to Existing Problems. 

 

In addition, some of those models have repeated process, 

such as the behavior recognition model and the tracking model 

that have the same process of people detection. Since those 

processes are integrated into the model, that same process has to 

be done on both of the two models. Furthermore, to realize the 

smart retail, those e2e models must be run at the same time, and 

hence is computationally expensive. 

To solve these problems, we propose a hierarchy shown in 

Figure 3 to organize CAR and a flexible method to use the 

hierarchy which makes it easier to modify the recognition 

outputs. 

The hierarchy divides CAR into several levels. The output 

data of each level is combined to get the output of the higher 

level. It means that changing the combination of the data from 

this level can modify the recognition output of the higher level 

which makes the modification process easier than existing 

methods. 

Each level has its own duty. Such as one of them is object 

detection, another one is object tracking, etc. Any method or e2e 

model can be used if it is able to perform the duty of this level. In 

other words, each level is independent to the other levels because 

they are doing different work. When the level of object detection 

is updated, it has no influence on the level of the level for object 

tracking. This means that the whole CAR hierarchy can be 

partially updated. 

Each level has different duty. These different levels outputs 

different kinds of data, such as position, movement, behavior, etc. 

And marketing requires all of the different data like that instead 

of one of them. Thus, these different data are able to satisfy 

marketing demands of different kinds of data. Although there are 

still several models running at the same time, but they are 

performing different functions and thus, there are no repeated 

process among them. 

2. Related Work 

Existing methods about CAR give various results. As we 

focus on how to divide CAR into a multi-level hierarchy, we need 

to summarize existing CAR methods by their focused topic to 

find out what kind of CAR exists in existing methods. After the 

survey, we found that existing methods are mainly focused 

tracking object and customer behavior recognition. 

2.1 Tracking objects 

 To acquire more details about customers, the location 

information should be the most basic data because more data can 

be analyzed only if you know where is the customer at first. Thus, 

researches on tracking offer the result of the position or trajectory 

of body, body parts or other objects. And some of them also have 

some other results that can be inferred from the tracking results, 

such as total shopping time, customer interest of each area in the 

store, etc. 

Tracking objects can be realized from different kinds of data. 

As the images contain much more information than other kinds of 

sensor data, the visual tracking attracts much effort of researchers 

on it [2][3][5][8] and all methods on behavior recognition track 

people by images. Other sensors are also be utilized to get the 

position of customers [9], like Wi-Fi [10][11][12], Bluetooth 

[13][14][15], RFID [16] and GPS[17]. 

We summarized tracked objects in these methods as shown in 

Table 1. There are some researches on behavior recognition also 

have outputs about tracked objects. Thus, these researches are 

also taken into consideration in Table 1. 

Body refers to the tracking output of the whole body. And 

the body part means hands and arms in existing methods. Other 

Objects means the objects except human that customers are 

possible to interact with. In [1], the pixel area of the shopping 

basket is detected. [22] detects the position of each products. 

Those mentioned methods offer the tracking outputs of 

customers which are usually position or trajectory. They provide 

basic data that is able to reveal the simple shopping process to 

give some valuable information for marketing. But it is not 

enough for the retailer, those basic data can be analyzed to get 

more information. And unfortunately, it seems that due to the 

user-friendly e2e model, only a few researches on behavior 

recognition utilize the tracking results in these methods. Most 

researches just input the raw images and leave the tracking task to 

training data and e2e models, then get the recognition results. 

2.2 Customer Behavior Recognition 

Various researches realize the recognition of different 

behaviors. Table 2 lists all results about customer behaviors in 

existing researches. It shows most researches focus on several 

behaviors and none of them have the results of all those behaviors. 

Even if there exists a research that covers all those behaviors, no 

research or evidence shows that they are enough for retailers. And 
 

Table 1 Tracked objects in Existing Methods. 

Objects Related methods 

Body [1]-[8] [10]-[20] 

Body Part [1] [22] 

Other Object [1] [22] 
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Table 2 Behaviors in existing methods. 

Behaviors Related methods 

Pick a product from shelf [1] [4] [6] [7] [18]  

Pick nothing from shelf (Touch) [1] [4] [7] 

Return a product to the shelf [1] [6] [7] 

Put a product into cart/basket [1] 

Passing by/No interest [1] [6] 

Holding a product [19] 

Browsing a product on the hand [4] [19] 

Viewing the shelf [1] [19] 

Turning to the shelf [1] 

Fit next to you & Check how it looks 
& try on & take off (in clothes shop) 

[4] 

Emotion (Happiness, Surprise, etc.) [20] 

in some researches, the result which contains no information 

about behavior is defined as behavior. In other words, behaviors 

are not well organized. 

In [19], “top, second, third, fourth” which represents a 

customer reaches for a book on the top-fourth floor of the shelf. 

They are defined as independent behaviors which means they 

cannot appear with other behaviors at the same time. But it is 

obviously that they are just the position information, not 

behavior. 

[1] has a behavior called “Picking and putting” which is the 

combination of “Pick a product” and “Put into cart”. Actually, it 

would be better if “Picking and putting” is separated into two 

independent behaviors. 

All of the existing researches on customer behavior 

recognition share the problem of such no well-organized output 

behaviors because none of them mentioned the reason why they 

choose the recognition of those behaviors. It causes a serious 

problem that if the results are not designed at the view of users 

(retailers), it is hard to say that those results are valuable 

information to supporting marketing plan. 

Another problem is that these researches mostly utilize e2e 

models based on different machine learning methods to recognize 

customer behaviors, such as SVM [1] [19], HMM [4] [18], etc. 

[20]. And for the general behavior recognition which is not in 

retail environment, RNN-based model is also utilized [21]. Those 

e2e models cause the three problems mentioned in the 

"Introduction" part. They own the fixed number of outputs which 

is not easy to be modified when the changeful marketing demand 

requires modification. And it is impossible to partially update an 

e2e model because it is a black box. Also, outputs of an e2e 

model are in the same level while marketing requires data from 

different levels. 

Except those researches have definition for each behavior, 

some researches focus on describing the degree of a kind of 

behavior. For instance, Merad et al. equip each customer with a 

glasses and track hands movement by the images from glasses, 

then give the prediction of the indecisiveness degree of customers 

[22]. Similar to above researches, they share the same problems. 

To sum up, all existing methods of customer behavior 

recognition adapt to their assumed conditions. They are not 

flexible enough due to the property of their e2e models. And no 

prove shows that their recognition results are valuable 

information for marketing because the not well-organized output 

behaviors. 

3. Proposal 

    As our purpose is to divide CAR into a multi-level hierarchy 

and make it flexible, our idea is firstly dividing CAR in existing 

methods into several parts and then integrate them into a 

multi-level hierarchy. With the integrated hierarchy, a clearer 

view of existing CAR is provided. We are able to modify the 

hierarchy to solve existing problems and find a method to make 

behavior outputs flexible. 

3.1 Integrated Hierarchy of Existing Methods 

    We list the results of all existing methods and find that they 

have similar flow on the recognition about retail. They detect the 

targets in each frame with the results of their position, then track 

and analyze the change of each target, finally recognize behaviors 

from the previous results of changes of targets. Therefore, we 

integrate results of existing methods into a hierarchy with three 

levels: Position, Movement and Behavior. 

A. Level 1: Position 

Table 1 shows the output of the level “Position”. These 

outputs are summarized from the output of existing methods. 

Since the object detection in a single frame is an important part 

for CAR, and nearly all researches have outputs about objects’ 

position in each frame, we use the name “Position” at the most 

basic level. It means the position of objects in each frame. 

Therefore, the duty of this level is to get the input of images, 

detect objects in each frame and output their positions.  

Most researches analyze the change of the human pixel area 

to recognize behavior instead of detect the precise position of 

body parts like hands, arms. Thus, all those researches actually 

utilize the position data of body pats but they did not have the 

detection for any specific body parts. Thus, the listed related 

researches [1] [22] are those researches which have the detection 

outputs for specific body parts. 

B. Level 2: Movement 

With the output of “Position”, existing methods analyze 

“Position” from consecutive frames to track and get motion 

features of each object. Therefore, the level “Movement” is one 

level higher than “Position”. Thus, this level has the duty of 

extracting data from several consecutive frames of each target 

such as the moving direction, trajectory, change of pixels, etc. 

And outputs of "Movement" are divided into three parts as shown 

in Table 3. 

Motion feature contains the direction of targets or pixels, 

such as moving direction of the body which shows the direction 

of an object, histograms of optical flow (HOF) which calculates 

the direction of each pixel, etc. 

Trajectory means the connections of each position of a 

tracked object. Different from motion feature which is usually 

Table 3 Outputs of the level “Movement”. 

Output Related Existing Method 

Motion Feature [1] [4] [6] [7] [19] [22] 

Trajectory [18] 

Human-Object Relation [1] [22] 
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 limited by the length of the video, a trajectory is a sequence of 

several positions which has no limitation of video length.  

 Human-Object Relation means the relation between human 

and objects. This relation includes the relative position, similarity 

of moving direction or trajectory. For instance, [1] calculates 

whether hands and arms inside or outside a basket, [22] analyzes 

whether the product is moving with, near or away from hands. A 

problem in this part is that it is inferred from position and 

direction information, but we cannot reach the next level 

“Behavior” only with the information of relation. The other parts 

of “Movement” are still necessary to reach the level “Behavior”. 

Hence, the Human-Object Relation is placed in this level instead 

of a level in the middle of “Movement” and “Behavior”. 

C. Level 3: Behavior 

This level includes the customer behavior and emotion 

outputs in existing methods as shown in Table 4. And all contents 

in this level are inferred from its lower level “Movement”. 

No interaction behavior refers to the behavior without any 

interaction with other objects, such as passing by, viewing, etc. 

On the contrary, interaction behavior is the behavior that has the 

interaction with other objects, like picking/return a product, put 

into cart, etc. Except the research on emotion recognition [20], 

the other researches on customer behavior recognition provide 

the outputs of those two kinds of behavior. And emotion outputs 

are provided in [20] such as happiness, surprise, neutral, etc. 

Details about emotion recognition are not mentioned in [20], 

Thus, we are not able to know any more about it. As its output 

belongs to behavior recognition, we put it into the level 

"Behavior". 

 Outputs in existing methods are integrated into a hierarchy as 

shown in Figure 4. It shows how data is processed step by step to 

become recognized behaviors. As marketing demands seldom 

require the modification of the basic levels “Position” and 

“Movement”, the flexibility is unnecessary in these levels. But 

when it comes to “Behavior” where modification is usually 

required, according to the problem that it is hard to modify the 

behavior output of an e2e model. Hence, our solution is based on 

modifying this part of the hierarchy. 

3.2 Proposed Hierarchy 

Similar to the discovery of the neural network, in order to  

design a flexible method of behavior recognition, we can go back 

to the essence of the word “behavior” to find out how we define 

behavior. Most definitions of behavior explain what is behavior 

but it does not reveal the process of how we recognize behavior. 

However, there is a definition defines human behavior as a 

composition of multiple events and an event refers to a single 

low-level spatiotemporal entity that cannot be further 

decomposed [23]. This definition reveals the process that we 

recognize events primarily and then combine them together to be 

the behavior. Therefore, we modify the integrated hierarchy and  

Table 4 Outputs of the level “Behavior”. 

Output Related Existing Method 

No interaction Behavior [1] [6] [7] [18] [19] 

Interaction Behavior [1] [4] [6] [7] [18] [19] [22] 

Emotion [20] 

propose a new hierarchy as shown in Figure 5 which enable the 

recognition of customer activities to be flexible. 
 
    Comparing to the original integrated hierarchy, two new 

level “Event” and “Intention” are added and the emotion is 

removed because there is no detail about it and it is also not the 

focus of our research. 

Inspired by the definition in [23], we insert a level “Event” 

which has the duty to get the basic entity of “Behavior”. The 

combination of events can be defined as a behavior. 

A new level “Intention” is added higher than “Behavior”. 

And with the data from “Behavior” and additional data “Personal 

Information”, the intention is able to be inferred. That is a part of 

our future work because we think that “Behavior” should not be 

the end of this hierarchy of CAR, there must be a higher level 

reveals more valuable information such as the intention of 

customers. 

This design of hierarchy which divides CAR into five 

individual levels has two advantages. 

Each level has its own duty and it is independent of other levels. 

Thus, each level can use the best method to performs its duty and 

there is nearly no influence on the other levels when the method 

of this level is changed. For example, the level “Position” needs 

to perform the duty of object detection in each frame and 

“Movement” needs to perform the duty of object tracking during 

consecutive frames. We are able to use the best method of object 

detection and object tracking. When the detecting method in 

“Position” changes, because it still performs its duty, the method 

in “Movement” still works well. 

 

Figure 4  Integrated Hierarchy of Existing Method. 

 

Figure 5  Proposed Hierarchy. 
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Then, each level in the hierarchy output its outputs. Outputs 

from "Position" and "Behavior" are different data. Therefore, 

with a model instructed based on this hierarchy, five different 

levels are able to provide varieties of different data for marketing 

which is better than a single e2e model in existing methods. 

3.3 Proposed Method 

    Since a new level Event is added, we also proposed a 

method to realize the duty of this level and make the output of 

Behavior level flexible. 

A. Level 3: Event 

Before it goes to the behavior, we need to figure out the 

process from Movement to Event. Since the behavior consists of 

events which are its basic entities, we would like to symbolize the 

data from Movement to get rid of some limitations when using 

specific value such as the value is harder to be understood than a 

symbol. 

The output of Event is divided into motion event and 

relation event as shown in Table 5. 

The motion event takes the input of object's trajectory from 

Movement and summarize it into four symbols. These symbols 

refer to object's label, object's motion which can be move, stop or 

rotate, object's direction which can be moving up, down, left, 

right or "-" when it is not moving and finally object's start 

position and its end position. In the implementation, each frame 

is separated into several areas, and the start-end position means 

the object moved from which area to which area. 

The relation event comparing two motion events to 

calculate the relation between these two objects. It also has four 

symbols refer to the label of object 1, the relation of their 

direction which can be is following near object 2, moving close 

to object 2, moving away from object 2 or "-" means no clear 

relation, the relative position which can be object 1 on the left 

side of, on the right side of, above, or below object 2 and finally 

the label of object 2. 

 

Table 5 Symbolize Data from Movement. 

Event Proposed Method Output 

Motion 
Event 

 

[Obj A], 

[Move/Stop/Rotate], 

[Up/Down/Left/Right/-], 

[Start-End Position] 

Relation 
Event 

 

[Obj A], 

[Is following/Close to/ 

Away from/-], 

[Left side/Right side/ 

above/below], 

[Obj B] 

Table 6 Example of behavior “Pick a Product”. 

Behavior Event (sequence: 1→2)     [*] refers to any value 

Pick a 

Product 

1. [Hand], [move], [down], [shelf area] (motion) 

2. [Hand], [move], [up], [shelf area] (motion) 

2. [Product A], [is following], [*], [hand] (relation) 

B. Level 4: Behavior 

Since events are the basic entities of behaviors, this method 

defines behaviors as a sequence of events. Table 6 is an example 

of the behavior “Pick a Product” which is a sequence of two 

motion events and a relation event. When event 1 is followed by 

event 2 (motion and relation), it is regarded as the behavior “Pick 

a Product”. 

It is easy to understand this sequence by these symbols. 

When a hand moves down (to the shelf) in the shelf area with no 

product, then the hand moves up (away from the shelf) still in the 

shelf area with the Product A following, that is a behavior called 

“Pick a Product”. And the symbol “*” is written at the place of 

relative position in relation event. It means that we do not care 

about this value because we do not need to specify this value 

during a customer is picking a product. 

    With the level Event and Behavior are realized by the 

proposed method, it brings several advantages: 

A. “Behavior” is easy to be modified 

Since the behavior is defined as an event sequence where 

events are combined sequentially like “Pick a Product” in Table 6, 

when the modification of "Behavior" is required, assuming that 

events are enough, the only thing we need to do is to change the 

combination of events without any new training step. 

B. Reduce the training data size in “Event” 

To recognize the behavior “Pick a Product”, we need five 

kinds of data: object’s class, moving direction, located area, 

relation kind and related object’s class. Though five kinds of data 

are required for one behavior, nearly all behaviors in Table 2 can 

be defined by these five kinds of data. That is to say, we are able 

to recognize at least thirteen kinds of behaviors except emotion in 

Table 2 if we can get these five kinds of data. Since marketing 

demands seldom require the change of the data in the level 

“Event”, an e2e model can be trained to get these data. During 

collecting the training data, it only needs to label for these data 

without labeling for every required behavior which reduces the 

size of training data. 

C. Allows the customization of behaviors by users 

Because the “Event” level is represented by simple symbols, 

users can easily customize their wanted behaviors by themselves 

just as the definition in Table 6. 

    In our proposal, we propose a hierarchy divides CAR into 

five levels and a flexible method of the level "Event" which 

provides flexibility to the level “Behavior”. 

Thus, from what has been discussed above, we may safely draw 

the conclusion that our proposed hierarchy and method can 

modify the behavior recognition easily, output different kind of 

data to support marketing and allows partial update. 

4. Implementation 

    To verify the feasibility of the proposed method, we set up a 

retail environment as shown in Figure 6 assuming that every 

person is alone, namely no interaction with other people. 

 To avoid occlusion, a top-view camera is installed on the top 

of a shelf. And each frame is manually divided into two areas for 

the symbolizing process in “Event”. Viewing Area (VA) refers to 

the area that a customer is close enough to interact with products 
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Figure 6  Camera Installation and Input Image. 

 

Figure 7  Recognition Flow of the Implemented Model 
 
on the shelf. Shelf Area (SA) refers to the area includes the shelf 

and all products on it. 

To test our proposed hierarchy, we should implement 

specific methods into each level. In our implemented model, the 

recognition flow is shown in Figure 7. The level “Intention” is 

not included in our experiment because it is the future work. 

    For “Position”, we utilize a pre-trained Mask-RCNN[24] 

model to detect person, hand, bottle, spray, wet tissue, pear water.  

   For “Movement”, if the object's position in the current frame 

is close to that in the previous frame, it will be tracked as the 

same object. And the same object's positions are recorded to be a 

trajectory. When a new input of object's position comes, calculate 

its direction vector and add it to the saved trajectory as shown in  

Figure 8. If the vector has similar direction with the saved 

trajectory, add it to this trajectory and output nothing. Otherwise, 

output the saved trajectory and overwrite it with the vector. 

For “Event”, the trajectories from “Movement” are 

symbolized by the proposed method in Table 5. The region of 

Viewing Area (VA) and Shelf Area (SA) is preset in Figure 7. The 

direction of moving “down” refers to moving “to shelf” and 

moving “up” refers to moving “away from shelf”.  

For “Behavior”, it recognizes behaviors by finding the 

predefined event sequence like the example of Table 6. About 

seven kinds of common behaviors in existing methods are 

defined by events in this implemented model as shown in Table 7. 

Except the outputs of each level, we also need to provide 

valuable information for marketing. Thus, an additional method 

Table 7 Recognized Behaviors in Implemented Model. 

Behavior Definition 

Walking Walking in VA 

Viewing Stopped in front of the shelf and View the shelf 

Selecting Raise up the hand without any product in SA 

Holding Holding a product on the hand 

Pick Something Pick a product out of the shelf 

Pick Nothing Hand into the shelf and pick nothing out 

Return Return a product back to the shelf 

 

Figure 8  Implemented Method of Movement. 
 
which is about how to use the outputs from levels is implemented 

to calculate Preference Score. It reveals customer’s attention on 

each product. Each product has a Preference Score and each 

behavior has a manually preset point. Once the customer has the 

behavior interacted with a product, the point of that behavior will 

be accumulated to the Preference Score of that product. For 

instance, once the behavior “Pick a spray” happened, a point of 

+40 is added to the score of spray. And if the behavior “Return a 

spray” happened, a negative point of -50 is added to the score of 

spray because returning is a kind of negative behavior. The point 

number here is determined randomly. 

5. Evaluation 

    As our purpose is to prove that the proposed model is more 

flexible than existing methods. There is a plan has two steps. 

First, verify the implemented model is feasible by 

experiment. Second, if the feasibility of the implemented model 

is verified and all behaviors in existing methods can be defined as 

event sequences, it can be theoretically proved that the proposed 

model can recognize all behaviors in existing methods which 

means that the proposed model is more flexible. 

5.1 Feasibility 

The experiment is carried out on a public activity "Open 

Campus". We have got total 49 random visitors as the participants 

(customers) for the experiment of the implemented model. All of 

them are requested to imagine shopping in front of a shelf with 

products and pick at least one of them out of the shelf by hands.     

Figure 9 is the experimental result of our experiment. 

During the experiment, the implemented model works well when 

Mask RCNN maintains a good accuracy. And it performs poor 

when there are lots of mistakes in the detection results of Mask 

RCNN. 

There is only results of videos and more experimental results 

such as accuracy are on the schedule of our future work. Those 

videos show that our implemented model is feasible to realize 

CAR if the method of “Position” maintains a good accuracy. 
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Figure 9  Experiment to verify feasibility. 

5.2 Flexibility 

In the evaluation of flexibility, we prove that our model is 

more flexible by proving that our proposed model can recognize 

all behaviors in existing methods. 

As shown in Table 8, it defines all behaviors in existing 

methods by event sequence except “Fit next to you” and “Check 

how it looks” which have no definition in the paper. And all the 

symbols in events are mentioned in Table 5 in the proposal.  

    Since the feasibility is basically verified and all behaviors in 

existing methods are defined in Table 8, we are able to conclude 

that the proposed model should be able to recognize all those 

behaviors in existing methods. Therefore, the proposed hierarchy 

and method is more flexible than existing methods. 

6. Conclusion 

To adapt to the changeful market demands in smart retail, 

we proposed a hierarchy which divides CAR into five levels and 

a flexible method to utilize the hierarchy to recognize CA. 

The proposed method is capable of easily modifying the 

results of behavior recognition. Different levels in the hierarchy 

output different data to support marketing. And the independent 

levels in the hierarchy allow the partial update of the CAR 

hierarchy and the usage of the best methods in each level of 

CAR. 

Besides, except the advantage of flexibility, the 

symbolization step in “Event” level makes defining behavior easy 

which also means it is easy to modify the behavior. The symbol is 

friendly for users to customize their wanted behaviors according 

to their marketing plan. 

    Not only for smart retail, this hierarchy should also able to 

be generalized to a hierarchy for general behaviors after some 

improvement. But before that generalization, we would like to 

make it perfect in the field of customer activities recognition 

firstly. Our future work is planned to be mainly focused on the 

level “Intention” and the recognition of customer groups. The 

level “Intention” which probably reveals customers interest on 

products will provide lots of valuable information. And the 

improvement of realizing customer group recognition allows the 

proposed method to be more feasible in the real retail 

environment. 

 

 

 

Table 8 All Behaviors’ Event Combination 

Behavior Event (sequence: 1→2)   [*] refers to any value 

Pick a 

Product 

1. [Hand], [move], [to shelf], [SA] or [VA→SA] 

(motion) 

2. [Hand], [move], [away from shelf], 

[SA] or [SA→VA] (motion) 

2. [Product A], [is following], [*], [Hand] 

(relation) 

Pick 

Nothing 

1. [Hand], [move], [to shelf], [SA] or [VA→SA] 

(motion) 

2. [Hand], [move], [away from shelf], 

[SA] or [SA→VA] (motion) 

Return a 

Product 

1. [Hand], [move], [to shelf], [SA] or [VA→SA] 

(motion) 

1. [Product A], [is following], [*], [Hand] 

(relation) 

2. [Hand], [move], [away from shelf], 

[SA] or [SA→VA] (motion) 

Put into 

cart/basket 

1. [Hand], not [Stop], [*], [VA] (motion) 

1. [Hand], [close to], [*], [cart] or [basket] 

(relation) 

1. [Product A], [is following], [*], [Hand] 

(relation) 

2. [Hand], [*], [*], [VA] (motion) 

2. [Hand], [away from], [cart] or [basket] 

(relation) 

Passing by 1. [Person], not [Stop], [*], [VA] (motion) 

Holding a 

Product 

1. [Product A], not [Rotating], [*], [VA] (motion) 

1. [Product A], [is following], [*], [Hand] 

(relation) 

Browsing 

a Product 

1. [Product A], [Rotating], [-], [VA] (motion) 

1. [Product A], [is following], [*], [Hand] 

(relation) 

Viewing 

the shelf 
1. [Person], [Stop], [-], [VA] (motion) 

Turning to 

the shelf 

1. [Head], [*], [Left side] or [Right side], [Hand] 

(relation) 

2. [Head], [*], [Above] or [Below], [Hand] 

(relation) 

Try on 

1. [Product A], [is following], [*], [Hand] 

(relation) 

2. [Product A], [is following], [*], [Head] 

(relation) 

Take off 

1. [Product A], [is following], [*], [Head] 

(relation) 

2. [Product A], [is following], [*], [Hand] 

(relation) 
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