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#### Abstract

Secure multi-party computation (MPC) allows a set of parties to jointly compute a function, while keeping their inputs private. MPC has many applications, and we focus on privacy-preserving nearest neighbor search (NNS) in this paper. The purpose of the NNS is to find the closest vector to a query from a given database, and NNS arises in many fields of applications such as computer vision. Recently, some approximation methods of NNS have been proposed for speeding up the search. In this paper, we consider the combination between approximate NNS based on "short code" (searching with quantization) and MPC. We implement a short code-based privacy-preserving approximate NNS on secret sharing-based secure twoparty computation and report some experimental results. These results help us to explore more efficient privacy-preserving approximate NNS in the future.


## 1. Introduction

### 1.1 Introduction

The nearest neighbor search (NNS) is a kind of algorithm that finds a vector in a given dataset which is closest to a given vector. We can apply this algorithm in many different fields, such as machine learning, computer vision, data mining, etc. With the continuous expansion of data scale, the demand for data scale on NNS has reached millions or even higher. To make search faster, we sometimes use some approximation methods such as short-code. In this strategy, we compress the vector into lower dimensions to reduce computation costs. In such approximation algorithms, the results may not always be correct. However, but we can expect that we can obtain the results that close to the correct answer in many cases. The NNS with approximation is called approximate nearest neighbor search(ANN).

In this paper, we consider the privacy of the query and database in this setting. We can easily find the cases that we query the privacy-sensitive data (e.g., picture of our face, genome strings) to the server and search for similar ones. To the best of our knowledge, there is no previous result of combining ANN with secure multi-party computation (secure computation, or MPC) [1], [2]. A privacy-preserving NNS may dramatically be faster by allowing small errors.

### 1.2 Related Work

There are some ways (= building blocks) to realize MPC such as (fully) homomorphic encryption [3], [4], garbled cir-

[^0]cuits [1], etc. In this paper, we focus on the MPC based on secret sharing (SS) [2] since we can obtain large throughput in this scheme. There are many research results on SS-based MPC. For examples, we have results on highly-efficient MPC (e.g., [5], [6]), concrete tools or the toolkit (e.g., [7], [8], [9], [10], [11]), mixed-protocol framework [12], [13], [14], application to privacy-preserving machine learning or data analysis (e.g., [13], [14], [15], [16]), proposal of another model for speeding up the pre-computation [15], [17], etc.
There are some research results on privacy-preserving ( $k$ )NNS [12], [18], [19], [20], [21], [22], [23]. The results other than [12] consider the protocols based on homomorphic encryption or garbled circuit, and other than [22], [23] consider not approximate but exact (k-)NNS.

### 1.3 Our Contribution

In this paper, we proposed the construction of privacypreserving approximate nearest neighbor search via secret sharing-based secure two-party computation. We find that the "short code" scheme in ANN algorithm has good compatibility with secure computation when computing the distance between vectors. In the original NNS, the computation of the distance between two vectors requires heavy operations such as rooting and squaring in secure computation. After using short code, distance computation can be transformed into XOR operation. Since we can compute XOR operation without interactions between parties, we can greatly reduce the costs for computation and communication of the algorithm. We consider the client-aided two-party computation in this paper. In this construction, two parties act servers, and they hold a share of database vectors. In this model, the client who wants to search the
nearest vector with queries bears the pre-computation.
We make our experiments in local and LAN environments. We measure the running time of the algorithm. We set the data scale as 1000 to 10000 in our experiments. The results show that the time of distance calculation is linear with the number of data in the database when using short code approximation. The bottleneck of total execution time at present is the top-1 selection part (the operation for finding the shortest distance in a set of distances). The experimental results can help us to construct more efficient privacypreserving ANN.

### 1.4 Paper Organization

In Section 2, we will introduce some basic knowledge needed for this paper. In Section 3, we will explain our construction of privacy-preserving ANN. In Section 4, we will explain the contents of the experiment and show their results. Section 5 is a conclusion and future work.

## 2. Preliminary

### 2.1 Approximate Nearest Neighbor Search

The algorithm of NNS is summarized as follow:

- Given a vector $V$ and a vector dataset $S \in\left\{V_{1}, V_{2}, \ldots, V_{n}\right\}$
- Return a vector in $S$ that is the closest to $V$.

The NNS arises in many fields of applications such as computer vision. To find a similar image, we convert the image data to the RGB vector. Then we use the NNS to find the nearest vector, which is represented to the similar image. In the current research, the scale of the dataset we use has expanded to millions or even billions. In these scales, the general NNS has been unable to maintain high efficiency. In order to achieve fast NNS with a large amount of data, some approximation algorithms are usually used. The locality sensitive hashing is a kind of solution for ANN search, and there are also many studies on LSH, but when combined with the secure computation in this paper, LSH needs a large amount of computation. In order to reduce the amount of computation, the approximate scheme used in this paper is the short code method.

### 2.2 Short Code

The current research on short code methods can be divided into the Hamming type and lookup type, and we use the Hamming type in our research. The short code methods based on Hamming type reduces the dimension of the original vector by using multiple hash functions and compresses the vector into a Boolean vector in which all the elements are Boolean values. In further explanation, we first need to define a parameter $k$, which represents the dimension of the compressed Boolean vector. In related research of short code-based ANN, $k$ is set to 128 . After defining the value of $k$, we need to create $k$ hash functions. Each hash function takes the whole original vector as input and outputs a Boolean value of 0 or 1 . Fig. 1 shows the compression process of the short code method. Compressed vectors reduce


Fig. 1 Compression process of the short code method with parameter $k$. It hashes the original $m$-dimension vector $Q=\left\{q_{1}, q_{2}, \ldots, q_{m}\right\}$ into a $k$-dimension Boolean vector $H(Q)=\left\{H_{1}(Q), H_{2}(Q), \ldots, H_{k}(Q)\right\}$.For $\quad i \in\{1,2, \ldots, k\}$, $H_{i}(Q) \in\{1,2, \ldots, k\}$


Fig. 2 Short code-based approximate nearest neighbor search, the distance calculation uses XOR-operations with linear cost.
the required memory space compared with the original vectors. When calculating the distance between two vectors, we only need to calculate the Hamming distance between two vectors. The XOR operation is much simpler than the original operation. In the application of the nearest neighbor algorithm, the distance between each database vector and the request vector can be quickly calculated and compared. Fig. 2 illustrates the computation of the nearest neighbor search based on short code.

In order to systematically represent the compression process of short code and apply it to secure computation, we transform the $k$ hash functions for compression into a matrix of $k * m$. The whole compression process can be seen as a matrix multiplication operation between this $k \times m$ matrix and the $m$-dimensional vector. Since the elements in the compressed vector are Boolean values, we also need to transform the output value of matrix multiplication. Here we choose to use step function $\varepsilon$ to process the output values. The definition of a step function is as follows:

$$
\varepsilon(x)= \begin{cases}1 & x \geq 0 \\ 0 & x<0\end{cases}
$$

Using the step functions mentioned above, we can convert the results of matrix multiplication into Boolean values. In secure computation, such step functions can be implemented by comparison protocols, which can compare the secret value with zero and output a Boolean value.

The method of matrix generation determines the accuracy of the searching result. How to generate the parameters of the matrix is an important research subject. One method is to generate parameters in a random way. This method has high efficiency in generating parameters, but random methods cannot guarantee the accuracy of the final search
results. Another approach to improve the accuracy is to train the original data set and determine the parameters of the matrix by the results of training. This approach is similar to pattern recognition in machine learning. The accuracy of the matrix generated by training in this approach depends on the quality of the training algorithm. If there is no training data, some special transformation algorithms such as spectral hashing [24] can be used to create matrix parameters.

### 2.3 Secret Sharing

Secret sharing refers to methods for distributing a secret amongst a group of parties, each of whom holds a part of shared values. In this paper, we use secret sharing under the concept of 2 PC , so here we consider two parties $P_{0}$ and $P_{1}$. For an arbitrary value $a$, when it is considered in secret sharing protocol, we express it as $[a]$. When $[a]$ is shared, we divide it into two part expressed as $[a]_{0}$ and $[a]_{1}$, usually $P_{0}$ will hold $[a]_{0}$ and $P_{1}$ will hold $[a]_{1}$. The shared protocols used in this paper are mainly divided into Arithmetic sharing and Boolean sharing, in which the sharing values are integers and Boolean values. For any sharing value $[a]$, if it is a Boolean value that has only one bit, we express it as $[a]^{B}$. If it is an Arithmetic value with $l$-bits, we express it as $[a]^{A}$, and all the operations are under the ring $\mathbb{Z}_{2^{l}}$.
In Arithmetic sharing, the parties share the value in the form of Arithmetic numbers, the length of the Arithmetic numbers is defined by the parameter $l$, and all the operations occurred in Arithmetic sharing is executed in the ring $\mathbb{Z}_{2^{l}}$. As a simple case, we suppose that $P_{0}$ and $P_{1}$ share a $l$-bits secret value $[x]^{A} . P_{0}$ and $P_{1}$ both have a part of this value. We set $[x]_{0}^{A}+[x]_{1}^{A}=[x]^{A}$ with $[x]_{0}^{A},[x]_{1}^{A} \in \mathbb{Z}_{2^{l}}$, for $i \in\{0,1\}, P_{i}$ holds the value $[x]_{i}^{A} . P_{0}$ and $P_{1}$ are unable to obtain the shared value of each other. In this step, if we want to guarantee the privacy of $[x]^{A}$, this sharing process cannot be executed by either $P_{0}$ or $P_{1}$, because the party who execute the process can know the values of both parts. In this paper, we adopt the client-aided model, in which the sharing step will be performed by a client as the third party, and the value will be distributed to $P_{0}$ and $P_{1}$. The detail of client-aided model will be informed in Section 3.4, and the detail steps of Arithmetic sharing are as follows.

- Shared Values: For an Arithmetic sharing $[x]^{A}$, set $[x]_{0}^{A}+[x]_{1}^{A}=[x]^{A}$, for $i \in 0,1, P_{i}$ holds the value $[x]_{i}^{A}$.
- Sharing: $[S h r]_{i}^{A}(x), i \in 0,1$ : This operation is used for the case that $P_{i}$ shares a part of the value $[x]_{1-i}^{A} \in \mathbb{Z}_{2^{l}}$ to $P_{1-i}$. $P_{i}$ choose a value $r \in \mathbb{Z}_{2^{l}}$, set $[x]_{i}^{A}=x-r$, $[x]_{1-i}^{A}=r$, and send $[x]_{1-i}^{A}$ to $P_{1-i}$.
- Reconstruction: $[\operatorname{Rec}]_{i}^{A}(x), i \in 0,1$ : This operation is used for the case that $P_{0}$ and $P_{1}$ reconstruct the shared value $[x]_{0}^{A}$ and $[x]_{1}^{A}$ to original value $[x]^{A}$. For $i \in 0,1, P_{1-i}$ sends $[x]_{1-i}^{A}$ to $P_{i}$ and $P_{i}$ computes $[x]^{A}=[x]_{0}^{A}+[x]_{1}^{A}$.
The basic operations for Arithmetic sharing are addition and multiplication, evaluated as follow.
- Addition: Suppose that $P_{0}$ and $P_{1}$ have already shared
two Arithmetic value $[x]^{A}$ and $[y]^{A}$. For $i \in 0,1$, $P_{i}$ holds the values $[x]_{i}^{A}$ and $[y]_{i}^{A}$. When computing $[z]^{A}=[x]^{A}+[y]^{A}$, for $i \in 0,1, P_{i}$ locally compute $[z]_{i}^{A}=[x]_{i}^{A}+[y]_{i}^{A}$.
- Multiplication: Suppose that $P_{0}$ and $P_{1}$ have already shared two Arithmetic value $[x]^{A}$ and $[y]^{A}$. For $i \in 0,1$, $P_{i}$ holds the values $[x]_{i}^{A}$ and $[y]_{i}^{A}$. When computing $[z]^{A}=[x]^{A} *[y]^{A}$, an extra Beaver multiplication triple is necessary. The multiplication triple is constructed as $[c]^{A}=[a]^{A} *[b]^{A}$ and is shared to $P_{0}$ and $P_{1}$. For $i \in 0,1, P_{i}$ holds the values $[a]_{i}^{A},[b]_{i}^{A}$ and $[c]_{i}^{A} . P_{i}$ computes $[e]_{i}^{A}=[x]_{i}^{A}-[a]_{i}^{A},[f]_{i}^{A}=[y]_{i}^{A}-[b]_{i}^{A}$, and use $[R e c]_{i}^{A}(e)$ and $[R e c]_{i}^{A}(f)$ to get the value of $[e]^{A}$ and $[f]^{A}$. After doing all the steps above, $P_{i}$ can compute $[z]_{i}^{A}=i *[e]^{A} *[f]^{A}+[f]^{A} *[a]_{i}^{A}+[e]^{A} *[b]_{i}^{A}+[c]_{i}^{A}$.
In Boolean sharing, the value is share in the form of single bit $[x]^{B} \in 0,1$. The GMW protocol[2] is widely used for Boolean sharing. Boolean sharing with GMW protocol has the following operations.
- Shared Values: For an Boolean sharing $[x]^{B}$, set $[x]_{0}^{B} \oplus[x]_{1}^{B}=[x]^{B}$, for $i \in 0,1, P_{i}$ holds the value $[x]_{i}^{B}$.
- Sharing: $[S h r]_{i}^{B}(x), i \in 0,1$ : This operation is used for the case that $P_{i}$ shares a part of the value $[x]_{1-i}^{B} \in 0,1$ to $P_{1-i}$. $P_{i}$ choose a value $r \in 0,1$, set $[x]_{i}^{B}=x \bigoplus r$, $[x]_{1-i}^{B}=r$, and send $[x]_{1-i}^{B}$ to $P_{1-i}$.
- Reconstruction: $[\operatorname{Rec}]_{i}^{B}(x), i \in 0,1$ : This operation is used for the case that $P_{0}$ and $P_{1}$ reconstruct the shared value $[x]_{0}^{B}$ and $[x]_{1}^{B}$ to original value $[x]^{B}$. For $i \in 0,1, P_{1-i}$ sends $[x]_{1-i}^{B}$ to $P_{i}$ and $P_{i}$ computes $[x]^{B}=[x]_{0}^{B} \bigoplus[x]_{1}^{B}$.
The basic operations in Boolean sharing are XOR-gate and AND-gate, these two kinds of gate can be extended to any other gates in bit operation. XOR-gate and AND-gate are evaluated as follow:
- XOR: Suppose that $P_{0}$ and $P_{1}$ have already shared two Boolean value $[x]^{B}$ and $[y]^{B}$. For $i \in 0,1, P_{i}$ holds the values $[x]_{i}^{B}$ and $[y]_{i}^{B}$. When computing $[z]^{B}=[x]^{B} \oplus[y]^{B}$, for $i \in 0,1, \quad P_{i}$ locally compute $[z]_{i}^{B}=[x]_{i}^{B} \oplus[y]_{i}^{B}$.
- AND: Suppose that $P_{0}$ and $P_{1}$ have already shared two Boolean value $[x]^{B}$ and $[y]^{B}$. For $i \in 0,1, P_{i}$ holds the values $[x]_{i}^{B}$ and $[y]_{i}^{B}$. When computing $[z]^{B}=[x]^{B} \wedge[y]^{B}$, similar to the multiplication triple required in the multiplication operation of Arithmetic sharing, here we need to generate a Boolean precomputing triple, which can be used to calculate ANDgate while maintaining input privacy. As another choice, we can use oblivious transfer protocol to achieve the operation which is introduced in [25].
In addition to the above basic operations used in Arithmetic sharing and Boolean sharing, here we introduce two complex protocols: comparison protocol and B2A protocol. These two protocols are also constructed by basic protocols and operations, but they are important protocols needed for privacy preserving ANN in this paper. They are constructed
as follow :
- Comparison protocol: This protocol is used to compared two values in Arithmetic sharing and return a flag to indicate result. It takes as input 2 shared $l$-bits Arithmetic value $[x]^{A}$ and $[y]^{A}$, return a Boolean value $[c p]^{B}$. The value satisfies that:

$$
[c p]^{B}= \begin{cases}\text { true } & {[x]^{A} \leq[y]^{A}} \\ \text { false } & {[x]^{A}>[y]^{A}}\end{cases}
$$

The detail algorithm and an implement of this protocol is proposed in [11]. When the comparison protocol is executed, two users start related operations at the same time. For $i \in 0,1, P_{i}$ takes $[x]_{i}^{A}$ and $[y]_{i}^{A}$ as input. After the computation in this protocol, $P_{0}$ and $P_{1}$ obtain $[c p]_{0}^{B}$ and $[c p]_{1}^{B}$ respectively. These to values satisfies that:

$$
[c p]_{0}^{B} \bigoplus[c p]_{1}^{B}=[c p]^{B}
$$

Due to the conclusion in [11] and our research, $P_{0}$ and $P_{1}$ needs 2 rounds of communications when the parameter $l$ is equal to 8 (since the vector compressed by short code used in this paper has 128 elements, the Hamming distance is not more than $2^{8}$ ). In addition, $P_{0}$ and $P_{1}$ require 1012 pairs of multiplication triples and 3 pairs of Boolean triples. These pre-computing data can be generated by a third party in advance and transferred together in one round.

- Boolean-to-Arithmetic(B2A) protocol: This protocol is used to convert a Boolean sharing into Arithmetic sharing. It takes as input a shared Boolean value $[x]^{B}$, Return an $l$-bits Arithmetic value $[x]^{A}$. The value satisfies that:

$$
[x]^{A}= \begin{cases}1 & {[x]^{B}=\text { true }} \\ 0 & {[x]^{B}=\text { false }}\end{cases}
$$

This protocol also requires $P_{0}$ and $P_{1}$ to execute simultaneously, and we can also find the implement and detail algorithm in [11]. The algorithm has 4 steps that is listed as follow:
(1) For $i \in 0,1, P_{i}$ locally converts his values $[x]^{B}$ to $[\dot{x}]^{B}$ by the following rule:

$$
[\dot{x}]_{i}^{A}= \begin{cases}1 & {[x]_{i}^{B}=\text { true }} \\ 0 & {[x]_{i}^{B}=\text { false }}\end{cases}
$$

(2) For $i \in 0,1, P_{i}$ runs $\operatorname{Shr}_{i}^{A}\left([\dot{x}]_{i}^{A}\right)$ and share the value as $\left[[\dot{x}]_{i}^{A}\right]_{i}^{A}$ and $\left[[\dot{x}]_{i}^{A}\right]_{1-i}^{A}$.
(3) $P_{0}$ and $P_{1}$ compute $\left[[\dot{x}]_{0}^{A}\right]^{A} *\left[[\dot{x}]_{1}^{A}\right]^{A} \quad$ using a multiplication protocol. We set $[m]^{A}=\left[[\dot{x}]_{0}^{A}\right]^{A} *\left[[\dot{x}]_{1}^{A}\right]^{A}, \quad$ for $\quad i \in 0,1, \quad P_{i}$ holds the value $[m]_{i}^{A}$.
(4) For $\quad i \in 0,1, \quad P_{i} \quad$ locally $\quad$ computes $[x]_{i}^{A}=[\dot{x}]_{i}^{A}-[m]_{i}^{A}$.
In this protocol, $P_{0}$ and $P_{1}$ require one round of communication to exchange intermediate value, and a multiplication tripe is required.

### 2.4 Secure Computation

The secret computation tool used in this paper is the 2PC based on secret sharing. As we denote in Section 1, this kind of protocol requires a lot of pre-computing data. Here we use client-aided model[15]. Specifically, we consider three parties in the whole protocol. Two of them act as servers that compute the protocols, and the other one acts as a client to provide part of secret input. In addition, this client provides pre-computed data for the two parties.

### 2.5 Semi-honest Model

If a protocol is secure in a semi-honest model, it means that each participant in the protocol will follow the rules of the protocol. They will not try to modify their inputs and outputs, attempt to break the protocol or cooperate with other participants to obtain more information. They only record the data and intermediate information they can get and try to infer more useful information.

Semi-honest model is the general and basic security model. The construction proposed in this paper is secure in the semi-honest model.

## 3. Privacy Preserving ANN

### 3.1 General Introduction

The secret sharing protocol has good compatibility with the short code. The short code method uses XOR operation to compute the Hamming distance and compare the distance. In secret sharing protocol, the XOR operation is computed locality. This greatly reduces the time required for privacy-preserving calculation for Hamming distances. In addition, the secure computation protocol based on secret sharing has more advantages than other secure computing protocols when using short code method to compress the query vector. Since the compressing process is a kind of matrix multiplication, in which each element is multiplied separately and then added together, all multiplications can be calculated in parallel. Therefore, $P_{0}$ and $P_{1}$ can transfer intermediate values altogether through one communication in multiplication protocol. Similarly, the multiplication triangle required for multiplication can also be transmitted in one communication. Adopting the above method can reduce the round of communication in secret sharing-based matrix multiplication to one round. This greatly increases the transmission efficiency.

We divide the process in privacy preserving ANN search into preparation part, distance computing part and comparison part. In the protocol mentioned below, the secret owned by parties will be taken as input, but it doesn't mean that parties are required to transmit their own secret. In the process of protocol, two parties calculate separately and exchange some intermediate data. The data transmitted will not reveal their secrets.

We consider the following situation. A server has a vector database, and a user also holds a vector. User wants to search for the vector in the database that is closest to his vector. During searching, user wants to ensure that his
own data is private, and server does not want to reveal the database either. The secret sharing protocol and short code method introduced in Chapter 2 can be used in the privacy preserving ANN to protect privacy of parties.

We use the client-aided model in our construction. Suppose that there are three parties $P_{0}, P_{1}$ and $P_{2}$. We take $P_{2}$ as client, $P_{0}$ and $P_{1}$ as distribute servers. $P_{0}$ and $P_{1}$ can communicate and transfer data to each other, but they should ensure that after the client starts querying, the two servers will not reveal the private data from client.

### 3.2 Preparation Part

As preparation, we suppose that the database $[v d b]^{B}=\left\{\left[V^{1}\right]^{B},\left[V^{2}\right]^{B}, \ldots,\left[V^{n}\right]^{B}\right\} \quad$ already compressed by the short code that each vector has 128 binary elements. $P_{0}$ and $P_{1}$ have shared the vector database as follows:

$$
\left\{\begin{array}{l}
{[v d b]_{0}^{B}=\left\{\left[V^{1}\right]_{0}^{B},\left[V^{2}\right]_{0}^{B}, \ldots,\left[V^{n}\right]_{0}^{B}\right\}} \\
{[v d b]_{1}^{B}=\left\{\left[V^{1}\right]_{1}^{B},\left[V^{2}\right]_{1}^{B}, \ldots,\left[V^{n}\right]_{1}^{B}\right\}}
\end{array}\right.
$$

$[v d b]_{0}^{B}$ and $[v d b]_{1}^{B}$ can be reconstructed as $[v d b]^{B}$. For $i \in 0,1, P_{i}$ holds $[v d b]_{i}^{B}$. At the same time, $P_{2}$ compresses his query vectors into a 128 -dimensions vector called $[q v]^{B}$ that has the same length as the vector in database. This process requires matrix multiplication, which is temporarily omitted in our program and replaced by randomly generated database and vectors. After the above preparation, $P_{2}$ divides his query vector into two parts $[q v]_{0}^{B}$ and $[q v]_{1}^{B}$ by sharing the protocol and sends them to $P_{0}$ and $P_{1}$ respectively. In addition, $P_{2}$ also send some pre-computing data to $P_{0}$ and $P_{1}$, which we will mention in Section 3.5.

### 3.3 Distance Computing Part

This part of the protocol calculates the Hamming distance between the query vector and each vector in the database and return a set of 8 -bit arithmetic sharing with $n$ elements ( $n$ is the vector amount of database). As an example, to calculate the distance between $[q v]^{B}$ and $\left[V^{a}\right]^{B}$ (parameter $a$ satisfies that $\left.1 \leq a \leq n\right), P_{0}$ and $P_{1}$ need to do the following operations.
(1) For $\quad i \in 0,1, \quad P_{i} \quad$ locally $\quad$ computes $\left[h v^{a}\right]_{i}^{B}=[q v]_{i}^{B} \oplus\left[V^{a}\right]_{i}^{B}$.
(2) $P_{0}$ and $P_{1}$ use a B2A function to convert the Boolean values $\left[h v^{a}\right]_{0}^{B}$ and $\left[h v^{a}\right]_{1}^{B}$ into Arithmetic sharing value $\left[h v^{a}\right]_{0}^{A}$ and $\left[h v^{a}\right]_{1}^{A}$.
(3) For $i \in 0,1, P_{i}$ locally adds up the values in each dimension of $\left[h v^{a}\right]_{i}^{A}$ and store the new value as $\left[h d^{a}\right]_{i}^{A}$. Specifically, suppose $\left[h v^{a}\right]_{i}^{A}=\left\{h v^{1}, h v^{2}, \ldots, h v^{128}\right\}$, then $P_{i}$ calculates $\left[h d^{a}\right]_{i}^{A}=h v^{1}+h v^{2}+\ldots+h v^{128}$ in the ring of $\mathbb{Z}_{2^{l}}$.
In the whole process, we need to calculate every element in the database and get Hamming distance of all database vectors. We call the Hamming distance data set as $[H D]^{A}$. For $i \in 0,1, P_{i}$ holds a sharing of the dataset as follows:

$$
[H D]_{i}^{A}=\left\{\left[h d^{1}\right]_{i}^{A},\left[h d^{2}\right]_{i}^{A}, \ldots,\left[h d^{n}\right]_{i}^{A}\right\}
$$

The time complexity of the program is linear with the
scale of the database. For each database vector, we need to calculate the distance with the query vector. In distance calculation, $P_{0}$ and $P_{1}$ need one round of communication to complete the B2A protocol. Therefore, in the database with $n$ vectors, we usually need $n$ rounds of communication to complete the distance calculation.

Here we can use an optimization scheme since the calculation of each vector in the database can be carried out parallelly, we can also merge the communication in the B2A function together. Through this operation, the data exchanges that originally need $n$ rounds can be reduced to one round.

### 3.4 Comparison Part

In this part, we group the elements of $[H D]^{A}$ in pairs, compare each pair and leave the smaller elements in each pair. Then we group the remaining elements in pairs again and leave the smaller elements. For a dataset $[H D]^{A}$ which is generated from a database with $n$ vector, after $\left\lceil\log _{2} n\right\rceil$ rounds of operations, there is only one element left, and this element is the smallest element in the original dataset. The comparison part we constructed takes as input two Hamming distances in Arithmetic sharing and return the sharing smaller distance. We use the comparison protocol, B2A protocol and multiplication protocol in the algorithm. Suppose we need to compare the two parameters $[a]^{A}$ and $[b]^{A}$ and leave the smaller value. For $i \in 0,1, P_{i}$ holds $[a]_{i}^{A}$ and $[b]_{i}^{A}$, and they will do the following operations:
(1) $P_{0}$ and $P_{1}$ run comparison protocol that take as input $\left([a]_{0}^{A},[a]_{1}^{A},[b]_{0}^{A},[b]_{1}^{A}\right) . P_{0}$ gets $[c p]_{0}^{B}$ and $P_{1}$ gets $[c p]_{1}^{B}$ as the comparison result.
(2) $P_{0}$ and $P_{1}$ run B2A protocol that take as input $[c p]_{0}^{B}$ and $[c p]_{1}^{B}, P_{0}$ gets $[e]_{0}^{A}$ and $P_{1}$ gets $[e]_{1}^{A}$.
(3) $P_{0}$ calculates $[\bar{c}]_{0}^{B}=![c p]_{0}^{B} \quad$ and $\quad P_{0} \quad$ calculate $[\bar{c} p]_{1}^{B}=[c p]_{1}^{B}$.
(4) $P_{0}$ and $P_{1}$ run B2A protocol that take as input $[\bar{c} p]_{0}^{B}$ and $[\bar{c} p]_{1}^{B}, P_{0}$ gets $[\bar{e}]_{0}^{A}$ and $P_{1}$ gets $[\bar{e}]_{1}^{A}$.
(5) $P_{0}$ and $P_{1}$ run multiplication protocol that take as in$\operatorname{put}\left([a]_{0}^{A},[a]_{1}^{A},[e]_{0}^{A},[e]_{1}^{A}\right)$, compute $\left[c_{1}\right]^{A}=[a]^{A} *[e]^{A}$. $P_{0}$ gets $\left[c_{1}\right]_{0}^{A}$ and $P_{1}$ gets $\left[c_{1}\right]_{1}^{A}$.
(6) $P_{0}$ and $P_{1}$ run multiplication protocol that take as input $\left([b]_{0}^{A},[b]_{1}^{A},[\bar{e}]_{0}^{A},[\bar{e}]_{1}^{A}\right)$, compute $\left[c_{2}\right]^{A}=[b]^{A} *[\bar{e}]^{A}$. $P_{0}$ gets $\left[c_{2}\right]_{0}^{A}$ and $P_{1}$ gets $\left[c_{2}\right]_{1}^{A}$.
(7) For $i \in 0,1, P_{i}$ locally compute $[c]_{i}^{A}=\left[c_{1}\right]_{i}^{A}+\left[c_{2}\right]_{i}^{A}$.

After these operations. $P_{i}$ stores the value $[c]_{i}^{A}$ as the sharing of smaller value from $[a]^{A}$ and $[b]^{A}$.

One comparison protocol, two B2A protocols, and two multiplication protocols are used in the above operations. According to the previous conclusion, the total number of communication rounds required by these protocols is $2+2 \times 1+2 \times 1=6$ rounds. In fact, this part can also be optimized. The two B2A protocols and the two multiplication protocols can be implemented in parallel. The intermediate parameters of the two protocols can be transmitted by one round of communication. In the optimized scheme, the rounds of communication needed for one comparison has reduced to 3 .


Fig. 3 Process of comparison part with $n=10$, it requires 24 rounds of communications which is equal to $6 \times\left\lceil\log _{2} n\right\rceil$.

In the whole comparison part, there are many places that can be optimized by parallel processing. When grouping the elements in pairs, all pairs can be processed in parallel. Therefore, in the whole comparison part, 6 rounds of communication are used for each round of pair. Since we need $\left\lceil\log _{2} n\right\rceil$ rounds of pairing, the total rounds of communication in this part can be reduced to $6 \times\left\lceil\log _{2} n\right\rceil$ after optimization.

Fig. 3 shows the actual execution of the comparison protocol in the case that $n=10$. By this way, the number of communication returns in the whole comparison protocol is reduced as much as possible, and the efficiency of the secure ANN based on secret sharing is improved.

### 3.5 Pre-computing Part

There are a lot of pre-computing data that need to be calculated in advance in the whole protocol. If these data are generated during the calculation process, it will slow down the execution time of the whole protocol. Since if the parameter n is determined in the protocol, the required operation process is also determined, so all the pre-computing data can also be created and sent to users before the implementation of the protocol, and it can be used directly when it is required. The amount of pre-computing data is linear with the number of vectors in the database.
The in multiplication triple B2A protocol, comparison protocol, and multiplication protocol can all be created by $P_{2}$ in advance and transmitted to $P_{0}$ and $P_{1}$ before executing the calculation. These pre-computed data are not affected by the input data, so they can be stored in the memory space of $P_{0}$ and $P_{1}$ and used sequentially when needed. According to the data size of the database, we can calculate the amount of multiplication triple required in privacy preserving ANN. Previous conclusions show that in a database of $n$ vectors, $3 n$ B2A protocols, $2 n$ multiplication protocols and $n$ comparison protocols are required.

## 4. Experimental Results

We implement our construction based on Python with

NumPy library. We write three separate programs represented to $P_{0}, P_{1}$ and $P_{2}$ respectively. The program contains the python.socket library, which enables programs to communicate with each other.
We first make the experiment and run the program on a personal laptop with Intel Core i7-6700HQ 2.60 GHz and 16GB RAM. We run programs of $P_{0}, P_{1}$ and $P_{2}$ on this laptop at the same time, so that they can calculate and communicate with each other. We set the vector amount in the database to $1000,2000,3000$ and 10000 , and tested the running time of the program. The test results are shown in Table 1.

After the above experiments, we used three computers and built a LAN network, and carried out the second round of experiments under the LAN environment. We let the laptop used in the first experiment as the client, which is also called $P_{2}$ in our construction, and two other computers as $P_{0}$ and $P_{1}$. The experimental results are recorded in Table 2.

In the experimental results, pre-computation time indicates the time that $P_{2}$ provides pre-computing data for the whole computation process, including the generation of basic parameters(such as 1 and $n$ in our construction), query vectors and multiplication triples. The time of this part includes both the time of calculation and the time of data transmission. In the computation time, we show the time of distance computation and the time of comparison respectively. Distance computation is the process that $P_{0}$ and $P_{1}$ compute Hamming distance from the query vector and database vectors and returns the vector of Hamming distance. Comparison time includes the time of finding the minimum distance from the vector of Hamming distance. Both parts of the time include computing time and communication time.
The experimental results show that the running time of privacy-preserving ANN construction that we proposed in this paper is linear with the amount of database vectors. At the same time, depending on current construction, when the data amount is less than 10000 , it is possible to put it into practical use. At the same time, we find that the bottleneck of the current construct is the comparison part that to compare the Hamming distance and return to the minimum one. In the local environment, the running time of the current comparison protocol accounts for $94.4 \%$ of the total computing time. In LAN, this time accounts for $94.9 \%$. It can be inferred that in higher latency environment, the time spent by comparing protocols determines the running time of the whole program. Similar conclusions can be drawn from the inference of the algorithm itself because the number of multiplication triples generated in one comparison protocol of an 8-bit Arithmetic sharing is over a thousand, which is tens of times larger than that of other protocols. However, in the current research, there is no better solution to the privacy-preserving comparison protocol. With the further development of comparison protocol, the efficiency of short code-based ANN algorithm can be further

Table 1 Run Time of Privacy Preserving ANN Pre-computation/Computation/Total Process with Different Amount of Database Vector in Local Environment(All Program Run in One Computer)

| Data amount | Pre-computation <br> Time (s) | Computation Time |  |  | TotalTime (s) |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Distance Computation Time (s) | Comparison Time (s) | Total Computation Time (s) |  |
| 1000 | 7.2 | 0.3 | 5.3 | 5.6 | 12.8 |
| 2000 | 14.3 | 0.6 | 10.7 | 11.3 | 25.6 |
| 3000 | 23.2 | 0.9 | 16.8 | 17.7 | 40.9 |
| 10000 | 74.7 | 2.9 | 49.3 | 52.2 | 126.9 |

Table 2 Run Time of Privacy Preserving ANN Pre-computation/Computation/Total Process with Different Amount of Database Vector in LAN (3 Computers)

| Data amount | Pre-computation Time (s) | Computation Time |  |  | TotalTime (s) |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Distance Computation Time (s) | Comparison Time (s) | Total Computation Time (s) |  |
| 1000 | 9.2 | 0.3 | 6.2 | 6.5 | 15.7 |
| 2000 | 16.8 | 0.7 | 12.3 | 13.0 | 29.8 |
| 3000 | 27.6 | 1.0 | 17.7 | 18.7 | 46.3 |
| 10000 | 78.2 | 3.3 | 61.2 | 64.5 | 142.7 |

improved.

## 5. Conclusion

We propose a construction of privacy-preserving ANN and test its expression through experiments. However, there are still other parts that need to be added to the current construction. Firstly, the process of compressing the original vector by short code is not included in the program we made, and there is no conclusion about the best method of generating the parameters of the compression matrix. Secondly, current research just constructs the privacy-preserving ANN algorithm that outputs the smallest distance. But in practice, it is not enough for users just to know the minimum distance of compressed vectors, and they also need to know the corresponding original vectors and obtain the original vectors. Here we propose two approaches:
(1) While sharing database vectors, the server binds the original vectors together. In the whole computing process, only the Hamming distance is compared in the comparison protocol, and the original vectors are bind together to calculate in other protocols. In this way, the minimum Hamming distance can be output bind with the corresponding original vector.
(2) Instead of binding the original vectors while sharing, here the data bound to the database vector is the index of the original vector. After the same process in approach 1, the index of the original vector can be output. Then a private information retrieval (PIR) protocol [26] is used between the user and the server, and the original vector is obtained by the user.
The first approach is easy to implement, but it will affect the efficiency of the whole construction because the bound original vector data also takes up a certain amount of memory space and participates in the calculation. The second method has little impact on efficiency but requires additional PIR schemes. Choosing which approach is one of the future topics.

The current experimental results show that privacy-
preserving ANN has acceptable running time when the vector amount is less than 10000 in the database. For the current popular ANN search of million-scale or even billionscale, it is necessary to classify the whole database and reduce the number of vectors for searching to less than 10000, so that they can be used in secure computation. The current experiment results also provide the basis and objectives for future research.
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