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#### Abstract

The QR factorization of a matrix is a fundamental operation in linear algebra and it is widely utilized in scientific simulations. Although the QR factorization requires a memory storage of $O\left(N^{2}\right)$ and the computational cost of $O\left(N^{3}\right)$, they can be reduced if the matrix could be approximated using low-rank structured matrices, such as hierarchical matrices ( $\mathcal{H}$-matrices). In this paper, we study the QR factorization based on the block low-rank (BLR-) matrix representation, which is a simplified variant of the $\mathcal{H}$-matrix. We demonstrate how the BLR block size should be defined in such matrices and confirm that the memory and computational complexities of the BLR are $O\left(N^{1.5}\right)$ and $O\left(N^{2}\right)$ when using an appropriate block size. Furthermore, using the simple structure of BLR-matrices, we also present a parallel algorithm for the QR factorization of BLR-matrices on distributed memory systems. In numerical experiments performed, we observe that the accuracy of the QR factorization is controllable by the accuracy of the BLR-matrix approximation of the original matrix. Finally, we verify that our algorithm enables us to perform the QR factorization of matrices of several hundred thousand $N$ within a reasonable amount of time using moderate computer resources.
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## 1. Introduction

Dense matrices appear in many scientific simulations, for example, in the discretization of integral equations. Dense matrices appear also as the Schur complements during the LU factorization of sparse matrices obtained from differential equations, and as the orthogonal matrices derived from the QR factorization of sparse matrices. The dense square matrix requires the memory usage of $O\left(N^{2}\right)$ and the computational cost of $O\left(N^{3}\right)$ for arithmetic operations such as matrix-matrix multiplication, matrix inversion, and LU and QR decompositions, where $N$ is the number of rows (columns) in the matrix. These requirements prohibit large-scale simulations.

An approximation technique for the dense matrices can be used to reduce the computational cost and memory consumption. The low-rank structured matrices that are represented by hierarchical $(\mathcal{H}$-)matrices [1] are approximation methods based on low-rank approximation (LRA) methods. For example, $\mathcal{H}$-matrices obtain a computational complexity of $O\left(N \log ^{2} N\right)$ for LU factorization with a memory complexity of $O(N \log N)$ [1], [2].

Parallel computing on a distributed-memory computing system offers another solution to performing large-scale simulations. To achieve good parallel scalability, we must balance the workload and construct an efficient communication pattern among the par-

[^0]allel processing units. Unfortunately, the complicated structure of $\mathcal{H}$-matrices like shown in Fig. 1 (A) prevents one from satisfying these requirements simultaneously. However, simplification of the structure could solve this problem. Block low-rank (BLR-) matrices [3] are regarded as special cases of $\mathcal{H}$-matrices with simplified structures. Although the simplification of structures results in an increase in memory usage and computational costs, it is shown in Ref. [4] that matrix-vector multiplications based on BLR-matrices are significantly faster than an $\mathcal{H}$-matrix version for a large number of processes.
In this paper, we consider QR factorization based on the BLRmatrices with a weak admissibility condition, which has the simplest format among all low-rank structured matrices. The admissibility condition determines whether each block of the low-rank structured matrices is represented by a low-rank matrix or a dense matrix. In the case of the weak admissibility condition [5], all the submatrices except those on the diagonal become low-rank. BLR-matrices are characterized by a simple, non-hierarchical, and low-rank format based on lattice structures, as shown in Fig. 1 (B). These lattice structures are similar to the format of a block divided dense matrix and, thus, allow the use of existing algorithms for dense matrices. Due to the advantages above, BLRmatrices have recently been applied to realize complex arithmetic functions in parallel processing, such as the approximation of Schur complements in the multi-frontal LU factorization [3] and the approximation of covariance matrices in maximum likelihood estimation for climate modelling applications [6]. If $\mathcal{H}$-matrices could be applied to these applications, a more efficient approximation would be performed. However, except for simple oper-


Fig. 1 An $\mathcal{H}$-matrix structure (A) and its conversion to a BLR-matrix with a weak admissibility condition (B). Blocks painted in deep red show dense submatrices, and the off-diagonal blocks in light red indicate low-rank submatrices.
ations such as the matrix-vector multiplication, it is hard to efficiently implement arithmetic of $\mathcal{H}$-matrices, especially in parallel processing.
The rest of this paper is structured as follows. In Section 2, we discuss the related works of this study. In Section 3, the modified block Gram Schmidt (MBGS) algorithm is introduced as a QR factorization algorithm for usual dense matrices. We propose an MBGS algorithm for BLR-matrices with a weak admissibility condition in Section 4. How to determine the BLR block size is also discussed, and the memory and computational complexities are estimated when using the appropriate block size. Furthermore, using the simple structure of BLR-matrices, a parallel algorithm for the QR factorization of BLR-matrices is presented. In Section 5, some numerical experiments of our proposed MBGS algorithm for BLR- matrices are presented. The last section contains conclusions and future work.

## 2. Related Work

Most low-rank structured matrices can be regarded as a special case of $\mathcal{H}$-matrices proposed by Hackbusch [1]. In the studies of low-rank structured matrices, arithmetic functions (e.g., matrix generation, matrix-vector multiplication, matrix-matrix multiplication, matrix inversion, and LU factorization) are often discussed. However, no library supports the QR factorization of lowrank structured matrices, and only a few serial implementations of the QR factorization of $\mathcal{H}$-matrices $(\mathcal{H}-\mathrm{QR})$ have been reported in the literature (see, e.g., Ref. [7]). For the $\mathcal{H}-\mathrm{QR}$, functions related to the summation and multiplication of low-rank submatrices are required. However, due to the complex structures of $\mathcal{H}$-matrices, realizing these arithmetic functions on distributedmemory computing systems is complicated. Even if the implementation of $\mathcal{H}-\mathrm{QR}$ is realized, parallel efficiency would be difficult to achieve.
Although the $\mathcal{H}$-matrices achieve a good asymptotic complexity by exploiting their adaptive (recursive) block structure, they are difficult to implement, particularly on distributed memory systems. There are a few existing works on the parallelization of $\mathcal{H}$-matrices (see, e.g., Refs. [8], [9]). However, the parallel scalability of these implementations is not adequate. To improve the parallel scalability and the convenience of matrix operations for $\mathcal{H}$-matrices, some formats with a simpler structure have been proposed in the literature, such as hierarchically semi-separable matrices [10], hierarchically off-diagonal low-rank matrices [11], block low-rank (BLR) matrices [5], and lattice $\mathcal{H}$-matrices [12]. BLR-matrices with a weak admissibility condition is one of the
simplest formats among the structured low-rank matrices, whose structures are similar to the format of a block divided dense matrix.

The QR factorization of a matrix is a fundamental operation in linear algebra. Various efficient algorithms for block divided dense matrices have been proposed in the literature [13], [14], [15] and some of them are included in popular libraries, such as LAPACK and ScaLAPACK [16]. A parallel algorithm has been proposed for factorizing the block divided dense matrices in Ref. [17]. The current work extends the idea to factorizing BLRmatrices. To the best of our knowledge, this is the first study on the QR factorization of BLR-matrices. The parallel algorithm of low-rank structured matrices is implemented here for the first time.

## 3. QR Factorization of a Usual Dense Matrix

For preparation to discuss the QR factorization based on BLRmatrices, we here recall the QR factorization of a usual dense matrix. A given matrix $A \in \mathbb{R}^{m \times n}$ can be factorized as

$$
\begin{equation*}
A:=Q R \tag{1}
\end{equation*}
$$

where $Q \in \mathbb{R}^{m \times n}$ is an orthogonal matrix and $R \in \mathbb{R}^{n \times n}$ is an upper triangular matrix. To simplify the notation, hereafter, we assume square matrices, i.e., $m=n=N$.

Various algorithms have been proposed for the QR factorization, and the block-divided technique is adapted in some algorithms to efficiently perform the factorization on parallel systems. In the technique, the matrices are divided into $N_{b} \times N_{b}$ blocks (submatrices) as

$$
\begin{equation*}
X:=\left\{X_{i j} \mid 1 \leq i, j \leq N_{b}\right\}, \quad X \in\{A, Q, R\} \tag{2}
\end{equation*}
$$

The matrix is subdivided into a lattice structure like shown in Fig. 1 (B). By performing operations block-by-block, we can utilize efficient BLAS-3 functions on each process and construct an efficient communication pattern between the processes.

Among the block-partitioned QR factorization algorithms, we focus on the modified block Gram Schmidt (MBGS) algorithm [18], whose procedure is shown in Fig. 2. In the case where the matrix $A$ to be factorized is dense, the computational complexity of the MBGS algorithm is $O\left(N^{3}\right)$ regardless of the block size. Table 1 shows the step-by-step breakdown of the complexity assuming that all blocks are square and have equal size $l\left(:=N / N_{b}\right)$ to simplify the estimation. We observe that the leading factors are steps 4 and 5 in Fig. 2, and they require $O\left(N^{3}\right)$ operations regardless of the block size $l$.

## 4. Our Proposal QR Factorization Based on a BLR-matrix Representation

### 4.1 Introduction to BLR-matrices

Assuming that all the off-diagonal submatrices on the blockdivided matrix $A$ in Eq. (2) are represented in the form of a lowrank approximation (LRA), while diagonal submatrices remain dense (see Fig. 3), we formally obtain the simplest format of lowrank structured matrices, which is categorized as a BLR-matrix with a weak admissibility condition. A BLR-matrix $\tilde{A}$, which consists of submatrices $\tilde{A}_{i j}$ corresponding to the original dense

```
Input : \(A\) with \(N_{b} \times N_{b}\) blocks
Output : Q, R with \(N_{b} \times N_{b}\) blocks
            such that \(Q R=A\)
    For \(j=1,2, \cdots, N_{b}\) do
        \(\left[Q_{*, j}, R_{j, j}\right]:=\operatorname{TSQR}\left(A_{*, j}\right)\)
            For \(k=j+1, j+2, \cdots, N_{b}\) do
            \(R_{j, k}:=Q_{*, j}^{T} A_{*, k}\)
            \(A_{*, k}:=A_{*, k}-Q_{*, j} R_{j, k}\)
        End do
    End do
```

Fig. 2 Modified Block Gram Schmidt (MBGS) algorithm, where $N_{b}$ is the number of blocks in a column (or row) of matrices $A, Q$, and $R$. The subscripts of the matrices denote the row and column indices of the lattice. The symbol * represents all blocks, e.g., $A_{*, j}$ is the $j$-th block column which is a tall-skinny matrix. The function $\operatorname{TSQR}\left(A_{*, j}\right)$ returns the QR factorization of the tall-skinny matrix $A_{*, j}$ such that $Q_{*, j}^{T} Q_{*, j}=I$ and $Q_{*, j}, R_{j, j}=A_{*, j}$ where $Q_{*, j} \in \mathbb{R}^{N \times l}$ and $R_{j, j} \in \mathbb{R}^{l \times l}$.

Table 1 Arithmetic complexity of the QR factorization of a usual dense matrix. In the table, "\# of calls" denotes the number of times a given function is called, "1time complexity" is the arithmetic complexity of each function call, and "Total complexity" is the product of these two.

| Function | \# of calls | 1time <br> complexity | Total <br> complexity |
| :---: | :---: | :---: | :---: |
| $\operatorname{TSQR}\left(A_{*, j}\right)$ | $O\left(N / l\left(:=N_{b}\right)\right)$ | $O\left(l^{2} N\right)$ | $O\left(l N^{2}\right)$ |
| $Q_{*, j}^{T} A_{*, k}$ | $O\left((N / l)^{2}\right)$ | $O\left(l^{2} N\right)$ | $O\left(N^{3}\right)$ |
| $A_{*, k}-Q_{*, j} R_{j, k}$ | $O\left((N / l)^{2}\right)$ | $O\left(l^{2} N\right)$ | $O\left(N^{3}\right)$ |



Fig. 3 BLR-matrix and low rank representation of a sub-matrix. An $m_{i} \times n_{j}$ matrix $\tilde{A}_{i j}$ with rank $k_{i j}$ is represented in the form of an LRA, which is a multiplication of an $m_{i} \times k_{i j}$ matrix $\tilde{A}_{i j}^{U}$ and an $k_{i j} \times n_{j}$ matrix $\tilde{A}_{i j}^{V}$ : $\tilde{A}_{i j}=\tilde{A}_{i j}^{U} \tilde{A}_{i j}^{V}$.
submatrices $A_{i j} \in \mathbb{R}^{m_{i} \times n_{j}}$, is defined as

$$
\tilde{A}:=\left\{\tilde{A}_{i j}=\left\{\left.\begin{array}{ll}
\tilde{A}_{i j}^{U} \tilde{A}_{i j}^{V} & (i \neq j)  \tag{3}\\
A_{i j} & (i=j)
\end{array} \right\rvert\, 1 \leq i, j \leq N_{b}\right\}\right.
$$

where $\tilde{A}_{i j}^{U} \in \mathbb{R}^{m_{i} \times k_{i j}}, \tilde{A}_{i j}^{V} \in \mathbb{R}^{k_{i j} \times n_{j}}$, and $k_{i j} \in \mathbb{N}$ are regarded as the rank of the submatrix $\tilde{A}_{i j}$. We suppose that $m_{i}$ and $n_{j}$ are $O(l)$. If $k_{i j} \ll \min \left(m_{i}, n_{j}\right)$ for most of the submatrices, the memory usage of the BLR-matrix $\tilde{A}$ is much smaller than the dense matrix. For a given error tolerance $\varepsilon \in \mathbb{R}_{>0}$, we assume the following expression is satisfied: $\left\|A_{i j}-\tilde{A}_{i j}\right\|_{F} /\left\|\tilde{A}_{i j}\right\|_{F} \leqq \varepsilon$, where $\|\cdot\|_{F}$ denotes the Frobenius norm. Then, for the approximated matrix $\tilde{A}$, we can prove $\|A-\tilde{A}\|_{F} /\|\tilde{A}\|_{F} \leqq \varepsilon[19]$. Therefore, the error tolerance for the LRA method determines the accuracy of the approximated entire matrix.

Memory usage of the BLR-matrix $\tilde{A}$ depends on the block sizes. When assuming a uniform block size $l$ and $\operatorname{rank} k(\ll l)$ for all low-rank submatrices, the dependency of memory usage
on the block size $l$ is given by the following function $f(l)$ :

$$
\begin{equation*}
f(l)=l N+2 k N\left(\frac{N}{l}-1\right) \tag{4}
\end{equation*}
$$

At point $l_{\min }=\sqrt{2 k N}, f(l)$ assumes the minimum value

$$
\begin{equation*}
f\left(l_{\min }\right)=2 \sqrt{2 k N^{3}}-2 k N \tag{5}
\end{equation*}
$$

Therefore, we find that the memory complexity of BLR-matrices is $\tilde{O}\left(N^{1.5}\right)$, where the symbol $\tilde{O}$ assumes $k \ll l$ and hence a complexity order that omit the rank $k$. Hereafter in this section 4 , we use the symbol $\tilde{O}$ to differ from the symbol $O$ for a complexity order without any influence by the rank $k$. The memory complexity of BLR-matrices $\tilde{O}\left(N^{1.5}\right)$ is reduced from that of dense matrices $O\left(N^{2}\right)$.

### 4.2 Application of the MBGS Algorithm to BLR-matrices

Using the MBGS algorithm in Fig. 2, we consider the QR factorization of the BLR-matrix $\tilde{A}$ in Eq. (3). As with the case of QR factorization of a dense matrix, we perform the operations block-by-block. The difference is submatrices in the off-diagonal blocks are formatted by the low-rank representation. We enforce the following two conditions on the computed matrices $\tilde{Q}$ and $\tilde{R}$ :

C1: The matrices $\tilde{Q}$ and $\tilde{R}$ have the same lattice structure as $\tilde{A}$.
C2: The off-diagonal submatrices $\tilde{Q}_{i j}$ and $\tilde{R}_{i j}$ are formatted by the same rank $k_{i j}$ representation as $\tilde{A}_{i j}$.
To satisfy these conditions, the following four arithmetic operations with low-rank submatrices are required in addition to the usual multiplication and summation of dense matrices.

LA1: (low-rank) + (low-rank) $=$ (low-rank)
LA2: (low-rank) $\times$ (low-rank) $=$ (low-rank)
LA3: $($ low-rank $)+($ dense $)=($ dense $)$
LA4: $($ low-rank $) \times($ dense $)=($ low-rank $)$
The summation of the two low-rank submatrices (LA1) increases the rank of the resulting matrix (Fig. 4), and the condition C 2 cannot be satisfied without approximating the resulting matrix. To enforce the condition, we further recompress the resulting matrix to reduce the rank. Although we have a choice of when to perform the approximation, in this study, it is done every time the summation of the two low-rank submatrices occurs. For the approximated summation, we employ the "rounded addition" method proposed in Ref. [20]. In this method, the increased rank is reduced by the efficient use of the TSQR and singular value decomposition (SVD) as shown in Fig. 5. When the dimension and the rank of the two low-rank submatrices are denoted by $l$ and $k$, the complexity of the rounded addition is $\tilde{O}(l)$. Under these conditions C 1 and C 2 , the multiplication $\tilde{Q} \tilde{R}$ would not be equal to $\tilde{A}$, but an approximation: $\tilde{A} \approx \tilde{Q} \tilde{R}$.

For a BLR-matrix with the weak admissibility condition, at least one of the matrices needed for the matrix operations on lines 4 and 5 of MBGS (Fig. 2) is a low-rank matrix. Hence, we can use the low-rank arithmetic operations LA1-4 above (there is no operation with two dense matrices that would require $O\left(l^{3}\right)$ arithmetic operations). The arithmetic LA4 is needed two times on line 4 , and on line 5, we use LA3 and LA4 once. When one of the blocks is a dense matrix, the computational complexity of these operations is $\tilde{O}\left(l^{2}\right)$. On the other hand, if both blocks were


Fig. 4 Summation of two submatrices with a low-rank representation. For a matrix $a$ with a rank $k_{a}$ and a matrix $b$ with a rank $k_{b}$, the rank of the matrix " $a+b$ " is equal to " $k_{a}+k_{b}$ ".

Input: $U \in \mathbb{R}^{m \times k}, \quad V \in \mathbb{R}^{k \times n}$ composing $A:=U V$
Output: $U^{\prime} \in \mathbb{R}^{m \times k^{\prime}}, \quad V^{\prime} \in \mathbb{R}^{k \prime \times n}$
such that $U^{\prime} V^{\prime}$ approximates $U V$
1: $\left[Q^{U}, R^{U}\right]:=\operatorname{TSQR}(U),\left[Q^{V}, R^{V}\right]:=\operatorname{TSQR}(V)$
2: $[\mu, \sigma, v]:=\operatorname{SVD}\left(R^{U} R^{V}\right)$
3: Truncate $\sigma$ at $k^{\prime}: \sigma \in \mathbb{R}^{k \times k} \rightarrow \sigma^{\prime} \in \mathbb{R}^{k \prime \times k^{\prime}}$
4: Set $U^{\prime}$ as the first $k^{\prime}$ columns of $Q^{U} \mu \sigma^{\prime}$
5: Set $V^{\prime}$ as the first $k^{\prime}$ rows of $v Q^{V}$
Fig. 5 Rank reduction algorithm for matrices with a low-rank representation, where $\left(Q^{U} \mu\right) \sigma\left(v Q^{V}\right)$ is the SVD of $U V$ and the corresponding truncated SVD with the $k^{\prime}$ largest singular values gives the best rank$k^{\prime}$ approximation of $U V$.
low-rank matrices, we only require the computational complexity of $\tilde{O}(l)$. Among a total of $O(N / l)$ blocks within each block column, only one block is dense. Hence, for orthogonalizing the $k$-th block column $\tilde{A}_{*, k}$ against $\tilde{A}_{*, j}$, the complexity of these operations on lines 4 and 5 is $\tilde{O}\left(N+l^{2}\right)$ at each $j$-th step.
The remaining function is TSQR for a block column $\tilde{A}_{*, j}$ in line 2. For this, we follow the method proposed in Ref. [7]. The $j$-th block column of the BLR-matrix $\tilde{A}$ in Eq. (3) consists of a dense submatrix $A_{j j}$ and $N_{b}-1$ low-rank submatrices. We represent the dense submatrix by a low-rank representation, i.e., $\tilde{A}_{j j}=\tilde{A}_{j j}^{U} \tilde{A}_{j j}^{V}$, where $\tilde{A}_{j j}^{U}:=I$ and $\tilde{A}_{j j}^{V}:=A_{j j}$. Then, we represent the $j$-th block column by

$$
\begin{equation*}
\tilde{A}_{*, j}=\left[\tilde{A}_{1 j}^{U} \tilde{A}_{1 j}^{V}, \tilde{A}_{2 j}^{U} \tilde{A}_{2 j}^{V}, \cdots, \tilde{A}_{N_{b} j}^{U} \tilde{A}_{N_{b} j}^{V}\right]^{T} . \tag{6}
\end{equation*}
$$

For each tall-skinny matrix $\tilde{A}_{i j}^{U}$, we perform the QR factorization as $\tilde{A}_{i j}^{U}=\tilde{Q}_{i j}^{U} \tilde{R}_{i j}^{U}$ whose computational complexity is $O\left(k_{i j} l^{2}\right)$. Therefore, the complexity of computing the QR factorization of all blocks $\tilde{A}_{i j}^{U}\left(i=1 \cdots N_{b}\right)$ is $O\left(N l k_{i j}\right)$ i.e., $\tilde{O}(N l)$. The block column $\tilde{A}_{*, j}$ is decomposed as

$$
\tilde{A}_{*, j}=\left[\begin{array}{cccc}
\tilde{Q}_{1 j}^{U} & 0 & \cdots & 0  \tag{7}\\
0 & \tilde{Q}_{2, j}^{U} & \ddots & \vdots \\
\vdots & \ddots & \ddots & 0 \\
0 & \cdots & 0 & \tilde{Q}_{N_{b j} j}^{U}
\end{array}\right] B_{*, j},
$$

where

$$
B_{*, j}:=\left[\begin{array}{c}
\tilde{R}_{1}^{U} \tilde{A}_{j,}^{V}  \tag{8}\\
\tilde{R}_{2 j}^{J} \tilde{A}_{2 j}^{J} \\
\vdots \\
\tilde{R}_{N_{b} j}^{U} \tilde{A}_{N_{b} j}^{V}
\end{array}\right] .
$$

The number of rows of each block $B_{i, j}:=\tilde{R}_{i j}^{U} \tilde{A}_{i j}^{V}$ is a small number of rank $k_{i j}(\ll l)$, except for $B_{j, j}$ whose number of rows is

Table 2 Arithmetic complexity of the QR factorization of a BLR-matrix based on the MBGS algorithm. In the table, "\# of calls" denotes the number of times a given function is called, "1time complexity" is the arithmetic complexity of each function call, and "Total complexity" is the product of these two.

| Function | \# of calls | 1time <br> complexity | Total <br> complexity |
| :---: | :---: | :---: | :---: |
| $\operatorname{TSQR}\left(A_{*, j}\right)$ | $O(N / l)$ | $\tilde{o}\left(l^{3}\right)$ | $\tilde{o}\left(N l^{2}\right)$ |
| $Q_{*, j}^{T} A_{*, k}$ | $O\left((N / l)^{2}\right)$ | $\tilde{o}\left(N+l^{2}\right)$ | $\tilde{o}\left(N^{3} / l^{2}+N^{2}\right)$ |
| $A_{*, k}-Q_{*, j} R_{j, k}$ | $O\left((N / l)^{2}\right)$ | $\tilde{o}\left(N+l^{2}\right)$ | $\tilde{o}\left(N^{3} / l^{2}+N^{2}\right)$ |

the block size, i.e., $B_{* j} \in \mathbb{R}^{\left(m_{j}+\sum_{i} k_{i j}\right) \times n_{j}}$. Therefore, we can carry out the QR factorization of $B_{* j}$ with $\tilde{O}\left(l^{3}\right)$ as $B_{* j}=\tilde{Q}_{j}^{B} \tilde{R}_{j}^{B}$ where $\tilde{Q}_{j}^{B} \in \mathbb{R}^{\left(m_{j}+\sum_{i} k_{i j}\right) \times n_{j}}$ and $\tilde{R}_{j}^{B} \in \mathbb{R}^{n_{j} \times n_{j}}$. By slicing the matrix $\tilde{Q}_{j}^{B}$, it can be formatted in the same way as the right hand side of Eq. (8). Finally, we calculate $\left[\tilde{Q}_{* j}, \tilde{R}_{j j}\right]:=\operatorname{TSQR}\left(\tilde{A}_{* j}\right)$ where $\tilde{R}_{j j}:=\tilde{R}_{j}^{B}$ and

$$
\tilde{Q}_{*, j}=\left[\begin{array}{c}
\tilde{Q}_{j}^{U} \tilde{Q}_{1 j}^{B}  \tag{9}\\
\tilde{Q}_{2 j}^{U} \tilde{Q}_{1 j}^{B} \\
\vdots \\
\tilde{Q}_{N_{b} j}^{U} \tilde{Q}_{N_{b} j}^{B}
\end{array}\right] .
$$

The computational complexity of $\operatorname{TSQR}\left(\tilde{A}_{*, j}\right)$ is $\tilde{O}\left(l^{3}\right)$. The leading factor is the QR factorization of $B_{i, j}$ in Eq. (8).

In the case of a BLR-matrix, the computational complexity of the MBGS algorithm depends on the block sizes. Assuming that all the blocks are square and have the same size $l$, the breakdown of the complexity is shown in Table 2. The complexity becomes $O\left(N^{3}\right)$ when $l=1$ and $l=N$ which correspond to a dense matrix. For $l \propto \sqrt{N}$, the complexity takes its minimum $\tilde{O}\left(N^{2}\right)$.

### 4.3 Parallel MBGS Algorithm for BLR-matrices

For the parallelization of the MBGS algorithm in Fig. 2 using the BLR-matrix representation, we use a hybrid MPI+OpenMP programming model, and carefully consider the assignment of tasks to MPI processes.

Although most operations are performed block-by-block, the QR factorization of $B_{* j}$ in Eq. (7) needs all the information in the $j$-th block column. To simplify the implementation, we divide the whole matrix into block columns, and assign a set of block columns to an MPI process. Although we sometimes assumed square blocks with a uniform block size $l$ and rank $k$ for all lowrank submatrices in the previous sections to estimate the memory usage of BLR-matrices and the computational cost of the MBGS, blocks actually have a rectangular shape and low-rank submatrices differ in rank. To balance the load among MPI processes, we adopt a block cyclic assignment strategy in the column direction. As a result of this, the $p$-th MPI process is assigned a set of submatrices:

$$
\begin{equation*}
\tilde{A}^{p}:=\left\{\tilde{A}_{* j} \mid \operatorname{Mod}\left(j-1, N_{p}\right)=p\right\}, \tag{10}
\end{equation*}
$$

where $N_{p}$ is the number of MPI processes. In each MPI process, the QR factorization required for the derivation of Eq. (7) from Eq. (6) in the step 2 (TSQR) in Fig. 2 is carried out by using the dgeqrf subroutine provided in the LAPACK library [16] which are threaded with the OpenMP technology. The matrix-matrix

```
Input : \tilde{A}
            to p}\mp@subsup{p}{}{\mathrm{ th MPI process}
Output : \tilde{Q}}\mp@subsup{}{}{p},\mp@subsup{\tilde{R}}{}{p}\mathrm{ with }\mp@subsup{N}{b}{}\times\mp@subsup{N}{bp}{}\mathrm{ blocks
    For j=1,2,\cdots,N
        If (p=MOd}(j-1,N\mp@subsup{N}{p}{})) then
            [\mp@subsup{\tilde{Q}}{*j}{},\mp@subsup{\tilde{R}}{j}{}]:=\mathbf{TSQR}(\mp@subsup{\tilde{A}}{*j}{})\mathrm{ using OpenMP}
            Broadcast ( (\tilde{Q};
        End if
        Sync
        For k=j+1,j+2,\cdots,N
```



```
                    \mp@subsup{\tilde{R}}{jk}{}:=\mp@subsup{\tilde{Q}}{*j}{T}\mp@subsup{\tilde{A}}{*k}{}\mathrm{ using OpenMP}
            End if
        End do
        For all \tilde{A}
        OpenMP schedule(dynamic)
            \mp@subsup{\tilde{A}}{ik}{}:=\mp@subsup{\tilde{A}}{ik}{}-\mp@subsup{\tilde{Q}}{ij}{}\mp@subsup{\tilde{R}}{jk}{}
        End do
15: End do
```

Fig. 6 MBGS on the $p^{\text {th }}$ MPI process. Arithmetic function on $N_{b} \times$ $N_{b p}$ blocks is performed, where $N_{b p}$ denotes the number of block columns assigned to the $p^{\text {th }}$ MPI process.
multiplications in the step $4\left(Q_{*, j}^{T} A_{*, k}\right)$ are performed by using the dgemm subroutine in the LAPACK. Furthermore, the step 5 is performed block-by-block using OpenMP dynamic scheduling. Figure 6 shows the parallel MBGS algorithm for BLR-matrices under the assignment (10).

## 5. Numerical Experiments

### 5.1 Implementation and Computation Environment

In this subsection, we discuss the performance of the MBGS algorithm for BLR-matrices. For the algorithm, we re-implemented functions of the $\mathcal{H A C A p K}$ library [21], which provides the functions for the generation of low-rank structured matrices that work on distributed-memory systems using MPI. For the common parts of these low-rank structured matrices, such as LRA or submatrixvector multiplication, the functions in the $\mathcal{H A C A p K}$ library were used in the new implementation where possible. Throughout the numerical experiments, we use the adaptive cross approximation (ACA) [22] to perform the LRA.

As a test problem, we have selected the static electric field analyses described in the next subsection. All calculations were carried out using an SMP cluster system, which is equipped with Intel(R) Xeon(R) E5-2680 v2 (10core $\times 2$ sockets/node) and 32 GB DDR3 memory on a node. For the interconnect, a Fat-Tree with Full-bisection bandwidth using InfiniBand FDR $\times 2$ is used, which has a link throughput of $6.8 \mathrm{~GB} / \mathrm{s}$. We used the Intel Fortran compiler with the -O3 optimization option and the Intel MPI and MKL libraries. We adopted the hybrid MPI+OpenMP programming model.

### 5.2 BLR-matrices Derived from BEM Analyses

We use an electrostatic field problem to get examples of target

Table 3 Specification of BLR-matrices for the static electric field problem with the sphere model of $N$ when the required accuracy is set to be $\varepsilon$.

| Matrix <br> size $N$ | Accuracy <br> $\varepsilon$ | Memory <br> $[\mathrm{MB}]$ | Maximum <br> Rank | Average <br> Rank |
| :--- | ---: | ---: | :--- | ---: |
| 101,250 | $1.0 \mathrm{e}-4$ | 3,244 | 191 | 18 |
|  | $1.0 \mathrm{e}-6$ | 3,947 | 279 | 29 |
|  | $1.0 \mathrm{e}-8$ | 4,754 | 371 | 43 |
| 211,750 | $1.0 \mathrm{e}-4$ | 9,141 | 173 | 15 |
|  | $1.0 \mathrm{e}-6$ | 10,960 | 291 | 25 |
|  | $1.0 \mathrm{e}-8$ | 12,953 | 372 | 36 |
|  | $1.0 \mathrm{e}-4$ | 14,029 | 199 | 10 |
|  | $1.0 \mathrm{e}-6$ | 17,469 | 274 | 17 |
|  | $1.0 \mathrm{e}-8$ | 21,509 | 350 | 24 |

(a) $N=101,250$

(b) $N=211,750$


Fig. 7 Distribution of rank of low-rank submatrices. The submatrices next to the diagonal block have the maximum rank. The rank of submatrices decreases rapidly based on the distance from the diagonal block up to 10 block distance, and the rank of far off-diagonal submatrices is almost constant.
matrices [23] and assume a spherical perfect conductor. It is set in a uniform electric field in the $z$-direction in a 3-D space with 0 [V] at the ground. The induced surface charge on the conductors is calculated. When applying BEM to the above electrostatic field analysis, we divide the surface of the conductor into triangular elements and use step functions as the basis function for BEM. By using the BEM analysis, we provide the BLR-matrices with $N=1,000,3,042,4,950,6,936,10,400,20,000,50,864,69,312$, $101,250,211,750$, and 338,000 , while varying the required accuracy for ACA as $\varepsilon=1.0 \mathrm{e}-4,1.0 \mathrm{e}-6$, and $1.0 \mathrm{e}-8$. The block size $l$ of BLR is set to be $l=10 \sqrt{N}$. Table 3 shows the observed memory usage, the maximum rank and the average rank for the BLR-matrices of $N=101,250,211,750$, and 338,000. Figure 7 shows the distribution of rank of low-rank submatrices in the first row for the BLR-matrices with $N=101,250$ and 211,750.

### 5.3 Quality of the Approximated QR Factorization

As mentioned in Section 4.2, our proposed MBGS algorithm
provides the approximation of QR factorization of the BLRmatrix: $\tilde{A} \approx \tilde{Q} \tilde{R}$, where $\tilde{Q}$ is the approximated orthogonal matrix and $\tilde{R}$ denotes the approximated upper triangular matrix. In addition to the error $\|\tilde{A}-\tilde{Q} \tilde{R}\| / /\|\tilde{A}\|$, the orthogonality of the resulting matrix $\tilde{Q}$ is an important index to evaluate the quality of the QR factorization. Even in the case of a non-approximated MBGS algorithm for dense matrices, the error and orthogonality could decay as the matrix size increases because of round-off errors. We investigate the accuracy of the error and the orthogonality of $\tilde{Q}$ derived from our algorithm for BLR-matrices that were introduced in Section 5.2 and observe dependency on matrix size.
Instead of $\|\tilde{A}-\tilde{Q} \tilde{R}\| /\|\tilde{A}\|$, we calculate $\|\tilde{A} x-\tilde{Q} \tilde{R} x\| /\|\tilde{A} x\|$ with the vector $x$ whose components are equal to one, because the direct multiplication $\tilde{Q} \tilde{R}$ requires the approximation in Fig. 4 which comes from the low-rank summation. Although we could directly evaluate $\|\tilde{A}-\tilde{Q} \tilde{R}\| / /\|\tilde{A}\|$ if we treat the low-rank matrices $\tilde{A}, \tilde{Q}, \tilde{R}$ as dense matrices, the computational cost of $O\left(N^{3}\right)$ and the memory usage of $O\left(N^{2}\right)$ are required. The results are plotted as a function of matrix size $N$ in Fig. 8 (a). The error is the same order as the accuracy $\varepsilon$ of the BLR-matrix $\tilde{A}$ to be factorized.

When using the BLR-matrix format in Eq. (3), it is inefficient to investigate the orthogonality vector-by-vector because each vector in the column direction is not explicitly stored. Therefore, we calculate the matrices $\tilde{Q}_{*, i}^{T} \tilde{Q}_{*, j}$ for $1 \leq i, j \leq N_{b}$, which are expected to satisfy the following relation:

$$
\tilde{Q}_{*, i}^{T} \tilde{Q}_{*, j}= \begin{cases}I & (i=j)  \tag{11}\\ 0 & (i \neq j) .\end{cases}
$$

Since the $\operatorname{TSQR}\left(\tilde{A}_{*, j}\right)$ described in Section 4.2 is performed without any approximation, the error in $\left\|\tilde{Q}_{*, i}^{T} \tilde{Q}_{*, j}-I\right\|_{2}$ must be smaller than the error in $\left\|\tilde{Q}_{*, i}^{T} \tilde{Q}_{*, j}\right\|_{2}(i \neq j)$. We calculate the maximum value of $\left\|\tilde{Q}_{*, i}^{T} \tilde{Q}_{*, j}\right\|_{2}$ for all the test BLR-matrices, and plot the results as a function of matrix size $N$ in Fig. 8 (b). For matrix sizes up to tens of thousands, the accuracy of orthogonality is the same order as the accuracy $\varepsilon$ of the BLR-matrix $\tilde{A}$ to be factorized. Although the orthogonality decays as the matrix size increases, the accuracy is relatively preserved in the case where $\varepsilon=1.0 \mathrm{e}-4$.

### 5.4 The Computational Complexity of QR Factorization Using MBGS Algorithm for BLR-matrices

Here, we investigate the dependency of the matrix size $N$ on the computational time of the QR factorization. We perform the factorization using our proposed method in Section 4.2 for the BLR-matrices introduced in Section 5.2. Moreover, we calculate the $Q R$ factorization of dense matrices using the Intel MKL library. In Fig. 9, the observed computational times are plotted as a function of the matrix size $N$. We can see from this figure that the computational complexity of QR factorization of dense matrices is $O\left(N^{3}\right)$ in accordance with the theory discussed in Section 3. However, the computational complexity of our proposed algorithm is clearly less than $O\left(N^{3}\right)$ and looks less than the theoretical $O\left(N^{2}\right)$ estimated in Section 4.2. One possibility for this outcome is that the average ranks of BLR-matrices in Table 3 decrease as the matrix size $N$ increases.

As expected, the calculation time of our proposed algorithm


Fig. 8 The error of factorization (a) and accuracy of orthogonality of the resulting orthogonal matrix $\tilde{Q}$ (b) derived from our proposed MBGS algorithm for BLR-matrices.


Fig. 9 Calculation time of the proposed algorithm and MKL routines ("dgeqrf" and "dorgqr").
depends on the accuracy of BLR-matrices. The cases where $\varepsilon=1.0 \mathrm{e}-4$ are about 3.5 fold faster than the cases where $\varepsilon=1.0 \mathrm{e}-8$ regardless of the matrix size $N$. For small matrices, the implementation of our proposed algorithm is slower than the MKL library when high accuracy is required. However, for the cases where $\varepsilon=1.0 \mathrm{e}-4$, our implementation is significantly faster than the MKL library regardless of the matrix size $N$ and achieves the QR factorization of a matrix of $N=338,000$ on a single node with 32 GB memory.

### 5.5 Performance of Parallel MBGS for BLR-matrices

First, we confirm the parallel scalability using OpenMP threads in a CPU socket. For the test matrices with $N=101,205$ and 211,750 in Table 3, we observe the computational time of our proposed parallel MBGS algorithm in Section 4.3 when varying the number of OpenMP threads from 1 to 10 in a single MPI process. Table $\mathbf{4}$ shows the results. We observe a parallel speed-up up to 10 threads, and the calculation time with 10 threads is about 5 -fold faster than the case with a single thread. The bottleneck for the parallel speed-up is the calculation for $\tilde{Q}_{* j}^{T} \tilde{A}_{* k}$ in line 9 in Fig. 5.

Table 4 Parallel scalability using OpenMP threads in a CPU socket when performing parallel MBGS for BLR-matrices with a weak admissibility condition where $\varepsilon=1.0 \mathrm{e}-8$.
(a) BLR-matrix with $N=211,750$

|  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| \#Threads | Time_all (s) | TSQR | $\tilde{Q}_{s j}^{T} \tilde{A}_{* k}$ | $\tilde{A}_{* k}-\tilde{Q}_{* j} \tilde{R}_{j k}$ |
| 1 | 15,800 | 999 | 7,480 | 7,321 |
| 2 | 8,801 | 512 | 4,656 | 3,633 |
| 4 | 5,153 | 282 | 3,029 | 1,842 |
| 5 | 4,449 | 238 | 2,708 | 1,503 |
| 6 | 3,996 | 203 | 2,503 | 1,290 |
| 8 | 3,537 | 165 | 2,338 | 1,034 |
| 10 | 3,202 | 142 | 2,143 | 917 |

(b) BLR-matrix with $N=101,250$

|  | (b) BLR-matrix with $N=101,250$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| \#Threads | Time_all | TSQR | $\tilde{Q}_{* j}^{T} \tilde{A}_{* k}$ | $\tilde{A}_{* k}-\tilde{Q}_{* j} \tilde{R}_{j k}$ |
| 1 | 4,515 | 272 | 2,149 | 2,094 |
| 2 | 2,594 | 146 | 1,399 | 1,049 |
| 4 | 1,548 | 80 | 929 | 539 |
| 5 | 1,345 | 70 | 836 | 439 |
| 6 | 1,225 | 61 | 793 | 371 |
| 8 | 1,055 | 50 | 716 | 289 |
| 10 | 949 | 44 | 661 | 244 |

(a) BLR-matrices with $N=211,750$

(b) BLR-matrices with $\varepsilon=1.0 \mathrm{e}-8$


Fig. 10 Parallel scalability using the hybrid MPI+OpenMP on a distributed memory system when performing parallel MBGS for BLRmatrices.

Next, we investigate the parallel scalability using the hybrid MPI+OpenMP on the distributed memory system and observe the computational time when varying the number of cores from 1 to 200. In the calculations, we use a single MPI process with 10 OpenMP threads per socket, which means two MPI processes per a node. Figure 10 (a) shows the results. Parallel speed-up up to about 140 cores is observed. The fastest time is about 20 -fold faster than the time of serial computation. As Fig. 10 (b) shows, similar results are observed if we use test matrices of different sizes.

## 6. Conclusions

In this paper, we implemented a QR factorization based on the BLR matrix format with a weak admissibility condition. We used
a modified block Gram Schmidt (MBGS) algorithm for BLRmatrices with two constraints on the structure and rank of the resulting matrices. We confirmed that the application requires only arithmetic operations related to low-rank submatrices in addition to the usual ones of dense submatrices, thanks to the constrained lattice structure of BLR-matrices, which is similar to the format of a block divided dense matrix. Although the QR factorization of dense square matrices requires memory usage of $O\left(N^{2}\right)$ and computational costs of $O\left(N^{3}\right)$, they can be reduced to $O\left(N^{1.5}\right)$ and $O\left(N^{2}\right)$, respectively, when our proposed MBGS is employed to BLR-matrices with a block size $l \propto \sqrt{N}$. We confirmed this both in theory and in experiments. Thanks to the reduced complexity, we achieved the approximated QR factorization of a matrix with $N=338,000$ on a single node with 32 GB memory. As future work, we will consider the use of more efficient low-rank structured matrices with a similar lattice structure, such as lattice $\mathcal{H}$-matrices [12] and multilevel BLR [24]. It is expected in theory that a QR factorization using the MBGS algorithm based on lattice $\mathcal{H}$-matrices requires only memory usage of $O(N \log N)$ and computational costs of $O\left(N \log ^{2} N\right)$.

Our proposed QR factorization based on BLR-matrices provides the approximation of the orthogonal matrix $\tilde{Q}$ and the upper triangular matrix $\tilde{R}$. In the numerical experiments, we confirmed that the factorization error and the accuracy of the orthogonality depends on the accuracy of the BLR-matrix to be factorized. This means that the accuracy of the QR factorization is controllable. Since the calculation time also depends on the accuracy of BLRmatrices, we may deliberately choose low accuracy and use it as a preconditioner for Krylov subspace methods. For large matrices, we observed a decay of the orthogonality when we require high accuracy. To avoid this problem, the use of quadruple-precision and/or increasing the rank of the resulting matrices $\tilde{Q}$ and $\tilde{R}$ may be considered. Instead of using MBGS, another promising approach would employ the tile QR factorization based on Householder reflectors [25], if the reflectors could be efficiently approximated by the low-rank structured matrices.

We also proposed the parallelization algorithm of the MBGS for BLR-matrices, and implemented the algorithm using the hybrid MPI+OpenMP programming model. Making full use of the simple structure of BLR-matrices and a block-cyclic assignment strategy to balance the load, the implementation achieves parallel scalability up to at least 140 cores. The fastest time using 140 cores is about 20 -fold faster than the time of serial computation. For further improvement in the near future, we will introduce a 2D cyclic assignment strategy to parallelize the operations within a block column.
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