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Evaluating the Use of a Dialogue System
For Activity Data Collection

Tittaya Mairittha1,a) Nattaya Mairittha1,b) Sozo Inoue1,c)

Abstract: The annotation of human activity is the essential process for human activity recognition system.
The problem was that annotation systems require cumbersome equipment which deprives their use. This
paper presents a method to collect training labels for human activity recognition by using a dialogue system.
The experiments were carried to predict users’ activity and provided valuable insights on how users interact
with the system. The evaluation shows that the dialogue system can collect data efficiently by achieving the
highest precision, recall, and F1 score is 0.78 and 0.75 and 0.76, respectively.
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1. Introduction

Human activity recognition using smartphone sensors has

been studied in recent years [2]. It has been used in various

products and research areas for many years such as human-

computer interaction, healthcare, and assistive technology.

To train machine learning algorithms for recognizing human

activities, we need a labeled sequence of activities (i.e., the

start and finish times of the events). Accuracy depends on

how accurate labels (annotation) are collected. However,

existing annotation systems have limited means to commu-

nicate and limitations. For example, using a mobile input,

users incapable of self-labeling if their hands are not free, a

privacy concern when using a video camera or voice record-

ing for annotation.

A dialogue system that can converse with a human by us-

ing voice-based is called spoken dialog systems (SDS). There

is a growing interest in a conversational user interface, as

they can truly enable people to be mobile and hands-free

such as Microsoft Cortana [7], Amazon Alexa [1], Google

Assistant [4]. These devices become popular when designing

deep learning-based dialogue systems, which are an attempt

to converse with users in natural language. Interactive inter-

faces that permit a user to ask a natural language question

and receive an answer, possibly in the context of a more ex-

tended multi-turn dialog. They also are much more practical

for people who are multitasking or since screen fatigue is a

concern ― for example, nurses who need to record patient

care when taking care of patients.
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This paper presents a method to collect training labels for

human activity recognition by using a dialogue system. The

system uses speech data as input and processes speech to

text, then detects intention and extracts meaning from this

input. We set up a lab study with practical tasks for col-

lecting activity data from the dialogue system and training

model with that data. We also use the outcome of the user

study to understand how users interact with dialogue.

2. Background

2.1 Dialogue system

Dialogue systems, conversational agents or chatbots are

software programs that support conversational interaction

between humans and machines in natural language [5]. It

can be based on text-based or speech-based and can also be

used on different devices. Typically, dialogue systems can

classify into two categories: task-oriented dialogue system

which is used in this paper; and non-task-oriented dialogue

system or chatbot. The task-oriented dialogue system is

designed for a particular task and set up to have short con-

versations [10, 16] such as booking flight tickets, talking to

customer care service, and asking about the weather while

non-task-oriented dialogue system or chatbot is designed for

unstructured conversational as a conversation between hu-

man and human [18, 9]. The dialogue system requires an

understanding of natural language in order to process user

queries. The initial step after getting a user request in a di-

alogue system is to understand the intent correctly. There-

fore, providing an appropriate response to the user. If the

dialogue system fails to understand the meaning of the user’
s request, it may lead to giving an inappropriate response

or no response.
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2.2 Human activity annotation

Some of the previously published works focus on recogniz-

ing human activities from video recordings [17], which is suf-

fering from a privacy concern and incredibly time-consuming

process for the manual annotation of a large number of

data [12]. Another way for collecting activity labels by using

voice recording [15, 14], these require users to wear a head-

set or to put the microphone in the room, which is uncom-

fortable and a privacy concern as well. The voice records

were affected by different environmental sounds that need

to remove background noise from an audio file before apply-

ing the classification technique. While a common approach

by inputting forms on a mobile app, the user incapable of

self-labeling if their hands are not free. For example, in a

nursing care service, nurses are not able to record activi-

ties while taking care of residents; they had to complete the

record before or later that it may cause errors in forgetting

to input activities accurately. We assume that if we can

collect activity labels as human nature to chat, having such

simplicity in interaction without any touching, and speed to

capture things in real time by using a spoken dialogue sys-

tem that can significantly reduce such annotation error and

saving time needed for editing later on.

3. Methods

3.1 A dialogue-based annotation

Figure 1 shows dialogue annotation processes based on

a frame-based dialogue system. The frame-based dialogue

system is designed for a task-oriented dialogue system to

get information from the user and complete the task more

efficiently [13]. Here the problem is similar to form filling,

which asks the user questions to fill the slots (i.e., entities) in

a frame (i.e., intent) and repeats until all the questions have

been asked. In the human activity annotation, we proposed

to ask two things from the user; (1) activity type; (2) times-

tamp (i.e., the start and finish times of the activities). For

example, consider the utterances “stop walking 5 minutes

ago”. The intent of this utterance is a record. The “stop” is

classified as an action entity, the “walking” is classified as

an activity entity, and the textual span of “5 minutes ago”

is classified as a timestamp entity.

3.2 Annotation process

Firstly, the user is made to enter the activity type, and

then the system will find the match activity type. If not

found, the system will request users to enter again. If it is

matched, the activity will be recorded, and the predefined

response is returned as output to the user. For completing

a task, users need to tell the system to stop the activity. In

this process, if users do not a specific time, the timestamp

will be denoted as the current time.

3.3 Dialogue design

An algorithm behind the dialogue system for making de-

cisions is that matching to a user utterance based on su-

pervised machine learning models so that data resource

Entities 
extraction

Intent
classification 

End user

Stop record

Store start record
temporarily

Annotation

{"action":"stop",
"activity":"walking",

"timestamp":"5
minutes ago"}

{"intent":"record"}

"I am walking"
{"action":"start",

"activity":"walking",
"timestamp":"12:30:50"}

Yes

No

Activity: Walking
Start: 12:30:50
Stop: 12:45:00

"Stop walking 
5 minutes ago"

Speech-to-Text

Fig. 1 Proposed Dialogue-Based Annotation.

is crucial in the development of effective intent classifica-

tion model and modeling efforts in conversational. To col-

lect relevant information and generate alternative replies

when talking with users. We use a Machine-to-Machine

(M2M) [8, 11] paradigm to collect training data. M2M is

one of the most popular data collection approaches among

intelligent virtual assistants on the market nowadays. The

idea is to define a set of prompts for each intent and generate

dialogue templates with each prompt, then paraphrasing to

natural language by a human.

4. Experimental setup

Activity labels were collected through dialogue system ap-

plication runs on Google Assistant [4] on a smartphone. We

use Dialogflow [3] for building conversational. Dialogflow is

a cloud-based NLU platform that provides a web interface

to create bots which makes it easy to create initial bots. It

also facilitates integration with Google Assistant that pro-

vides the functionalities of automatic speech recognition for

converting speech to text on-device. Accelerometers were

collected through FonLog [6] application in the background

and uploaded to the cloud server by itself.

The system is tested with 7 participants, each participant

was asked to carry the Android smartphone (Wiko Tommy

3 Plus) in the pants pockets and record activities while per-

forming his/her routine for 2 days. The target activities in-

clude walking, running, cycling, in a vehicle, sitting, stand-

ing, lying, downstairs, upstairs, take a train, carrying, and

use a phone. In total, we collected 243 annotations, where

sitting and walking are the majority classes (see in Figure 2).

K-nearest neighbors (KNN), Decision tree (CART), Sup-
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port Vector Machine (SVM), and Random forest (RF) were

trained using mean, standard deviation, minimum, and

maximum values in the interval as features. A window size

is 1 minute with no overlapping. The dataset is split into 10

k-folds, each fold is then used once as a validation.
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Fig. 2 A number of activity labels of each activity class.

5. Results

5.1 Activity recognition performance

To test the performance of the classification model, we use

classification metrics to evaluate the accuracy in classifying

activity labels following precision, recall, and f-measure. Ta-

ble 1 reports results we obtained from the methods. Random

forest achieved the highest scores, the precision was 0.75,

the recall was 0.78, and the F-measure was 0.76 on average.

However, other models do not seem to make much differ-

ence. We can see the average values still not good enough.

We suspect that this is mainly because when users forget

to log start or finish recording an activity, they do not have

the ability to precisely recall an event at an absolute times-

tamp, as often approximate recording times were used such

as “sitting 30 minutes ago”.

Model Recall Precision F-measure
KNN 0.7805 0.7374 0.7501
CART 0.7301 0.7229 0.7260
SVM 0.7805 0.7315 0.7234
RF 0.7888 0.7558 0.7642

Table 1 A comparison of different learning algorithms.

5.2 Intent classification performance

We then evaluate the quality of the dialogue system by

measuring error rates. The system does not recognize user

input on the average 9.9% of all utterances. When look-

ing at errors into the conversation and the subsequent in-

tentions invoked. We found that almost mistakes occur

from speech recognition, and that lead to misinterpretation

such as speakers pronunciation errors for non-native English

speakers. We accept that it is usual for the development that

these technologies get things wrong on occasion. However,

speech recognition improvements will ensure you have satis-

fied users. The system has been useful in understanding the

user’s intention, and almost all annotations have been solved

from a single utterance-response pair from a conversation.

One of the reasons is that users generally used simple words

(e.g., show, stop sitting, sitting), with 47.7% being just 2

words and 35.7% being a single word.

6. Conclusion

In this paper, we present a new approach to collect train-

ing labels for activity recognition through the use of the

dialogue system based on a smartphone. We evaluate the

performance of recognizing activity labels to show the feasi-

bility of using the dialogue-based annotation. In our future

work, we will evaluate the system with long-term data col-

lection and more diverse samples. We will also find out the

usage pattern and the implementation of another type of

dialogue system.
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