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With the rapid advancement in wireless networks, mobile computing has become more and more popular.
However, the limitations of mobile computers and wireless networks cause frequent disconnection among the
hosts. Consequently, transactions on databases on disconnected sites cannot be executed smoothly without
creating problems of inconsistency among copies of data. In this paper, we propose an algorithm to minimize
this problem. Qur approach’ chooses the appropriate method to control database udpates before disconnection
based on the probability that transactions occur and the duration of disconnection time between the sites.
Token method enables a single site to execute transactions during disconnection, and thus ensure no conflicts
between the transactions. Optimistic method lets multiple disconnected sites execute transactions simultane-
ously. Conflicts are checked upon reconnection and rollback of transactions is performed if necessary. We show
the formula to choose the appropriate method depending on the situation.
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1 Introduction

In mobile computing environments, small portable
computers are carried by users who can move flex-
ibly everywhere. These computers, also known as
PDA (Personal Digital Assistants) or MH (mobile
hosts), have the wireless connection capability which
enables users to travel freely everywhere without be-
ing limited by the length of the wired cable. How-
ever, there are quite some limitations on these mo-
bile hosts. Generally, mobile hosts run on battery
power with limited life time; the wireless network,
though convenient and require no physical connec-
tion, is costly and has limited bandwidth; and the
connection has lower quality with more interference
compared to conventional wired network. When a

mobile host is out of the range of the wireless net-
work, communication becomes impossible, and dis-
connection is said to have taken place. In other cas-
es, in order to conserve energy, save the network cost
and reduce network traffic in the network with lim-
ited bandwidth, a mobile host may be disconnected
intentionally even though its location is within the
reach of wireless network.

During periods of disconnection, necessary data is
replicated in the mobile hosts to allow access. How-
ever, updates to these data create problems as in-
consistency may occur when many copies of updated
data exist in many mobile hosts, each with a different
version. For this reason, conventional approach dis-
allows updates to the copies of data during periods of
disconnection. This limits the update ability of mo-
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bile hosts and causes great inconvenience especially
to mobile hosts with high update frequency. Hence,
there emerges a need to be able to effectively and
concurrently run updates to these data, even during
disconnection.

As an example of an application in which data
needs to be updated during disconnections, consider
the schedule plan of a manager. When the manager
is out from the office, he may meet with clients who
would like to fix a time to have a meeting with him
the week after. At the same time, his secretary sit-
ting in the office may receive phone calls from other
clients who would also like to have an appointment
with the manager the week after. In this scenario,
an effective way is needed to allow both parties to
update the schedule without having to contact each
other, especially if the manager is overseas.

So far, many works have been done to solve the
problem mentioned earlier. [2], [3] and [4] focus on
the file systems. For database systems, several ap-
proaches have been proposed in [1] and [10]. Howev-
er, rollback of the transactions frequently happens as
conflicts may occur among them, resulting in heavy
workload.

For data items which can be partitioned and the
transactions executed on the data items are commu-
tative as discussed in [5], [7], [8] and [9], strategies
which partition the data value to different sites in a
distributed environment to allow concurrent updates
were proposed. This was further extended for mobile
computing environments in [6]. One drawback about
this.approach is that it can only be applied on parti-
tionable data items and thus the usage is limited.

In this paper, we propose a method which effective-
ly controls the database updates in mobile computing
environments with frequent disconnection. It adap-
tively chooses the appropriate strategy to ensure the
best performance, balancing the trade-off between
the number of transactions succeed and the number
of rollback. Basically our approach applies either the
token method or the optimistic method depending on
the situation.

The remainder of the paper is organized as follows.
In section 2, we describe the system architecture. In
section 3, we explain the approach of our proposed
algorithm in detail. We evaluate and discuss the pro-
posed method in section 4, and conclude the paper
with some discussions about future work in section 5.

2 System Architecture

In this section, we describe the system architecture
of our proposed algorithm.

We assume an environment which consists of mo-
bile hosts with or without fixed hosts. We do not dif-
ferentiate between mobile host and fixed host. Each
host carries a copy of the database and can be con-

7 cel
= Fixed Link
—  Wireless Link
A Mobile Host
B} Fixed Host

Figure 1: An example of system architecture consist-
ing of fixed and mobile hosts.

—  Wireless Link
A Mobile Host

Figure 2: An example of system architecture: ad hoc
network consisting of only mobile hosts.

nected to any other hosts. As the example in Figure
1 shows, éven if a mobile host is in the cell within
the range of possible wireless communication of the
fixed host (mobile support station), it can voluntarily
disconnect from the fixed host. The mobile hosts can
also communicate freely among themselves. In an-
other case shown in Figure 2, the network may be ad
hoc where there exist only mobile hosts which move
freely and communicate freely with any other mobile
hosts around.

We assume that all disconnections between the
hosts are voluntary and the length of the disconnec-
tion time is fixed and known. Further, the probabil-
ity of the occurrence of transactions at each host is
known before hand by referring to historical data or
planned schedule.
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Assume that the database is partitioned into one
or more clusters according to the data access patterns
of the transactions. Data items which are often ac-
cessed together in the same transaction are clustered
together. Our algorithm focuses on only one cluster.
This is to enable independent transactions to be han-
dled separately so that the number of transactions
which can be executed at the same time is higher.
The whole database can be handled by running the
algorithm on all the data clusters. All the descrip-
tions below are meant for only one data cluster.

In a network, many hosts may exist. Disconnec-
tion is assumed to'happen one at a time, sequen-
tially, but not simultaneously. Thus, upon discon-
nection, the network is separated into two different
networks, which may be further separated into two
different networks again and again; recursively.

The two different separated networks are consid-
ered as two sites, each consists of one or more mobile
hosts. For the purpose of simplicity, we consider the
case in which there are no two disconnections coexist
at the same time. Thus, there are at most two sites
in the whole network.

- Assume that in 1 very small unit of time, at most 1
transaction can occur at 1 site. Thus, the number of
transactions, n, which can happen in 1 unit of time
is such that 0 < n <1 where

n = probability of the occurrence of 1 transaction
per I unit of time.

Let P(k)! denotes the probablhty that ¢ transac-
tions occur at site k in ¢ units of time. Since at most
1 transaction can occur at 1 site in 1 unit of time,
the probability that 1 transactlon occurs in 1 unit of
time at site k is : :

P(k); =n, : )
and the plobablhty that no transactions occur at site
k for 1 unit of time is :

P(k)§ = 1 - P(k)i.

In general, the probability that ¢ tra,nsactlons hap-
pen at site & in the duration of time ¢ is:

P(k); = C( PRI (P(R))*. 1)

(There are ‘C; ways to arrange & transactions in ¢
units of time.) - :

To decide whether the two disconnected sites are
allowed to run transactions on the data or not dur-
ing disconnection, before the disconnection, we use
an algorithm to choose the best method between to-
ken and optimistic method. The definltxon of each
method is as follows:

e Token Method: A “token” is used to represent
the right to execute transactions. Upon discon-
nection, this token is given to the site with high-
er probability of transactions, and only this site
with the token is.granted the permission.to run
transactions on the data (followed by a commit

action), while the other site without token is pro- -
hibited from running transactions on the data.

o Optimistic Method: Both sites can run transac-
tions on the data, but it is not guaranteed that
these transactions can be committed. In other
words, during the disconnection, if transactions
occur at only one of the sites, these updates will
succeed when the sites reconnect. On the other
hand, if conflicts occur, i.e. transactions occur
at both sites, rollback is forced to be performed
at the site where the number of transactions oc-
curred is smaller.

" Note that in this paper, the term “conflict of
transaction” does not just mean conflicts caused by
“write” transactions, but also “read” transactions.
We do not intend to discuss further details about it,
but in principle conflict is defined by the serializabil-
ity of the transactions.

3 Algorithm Description

In this section, we discuss the way to choose the ap-
propriate method.

Let us consider the number of transactions suc-
ceed in a range of time (i.e., the expected discon-
nection time) by using each method. By “succeed”,
we mean that the transactions are committed either
on the spot or upon reconnection. Even though it is
predicted that the number of transactions happen at
the site with higher probability of transactions would
outnumber the one at the site with lower probability,
in real life, there is always a possibility that the re-
verse happens When this happens, using optimistic
method will ensure higher number of transactions
that succeed because it decides the transactions that
succeed/fail only after they occurred whereas token
method decides before the transactions occur. How-
ever, using optimistic method requires much more
work to execute all the transactions on both sites and
later perform rollback on some of these transactions.
Thus, when the expectation of the number of trans-
actions succeed for both methods are the same, using
token method is obviously more efficient as it requires

less work.

Since the optimistic method requires much more
work than the token method, we introduce a function
f(z) to define the satisfaction level of each successful
transaction. The satisfaction level of each successful
transaction decreases with the increase of x, where z
is the duration of time between the time.the transac-
tion happens and the time it commits. For example,
when a transaction happens at time 1 and commits
attime 4, 2 = 4 —1 = 3. Thus, using parameter
K (< 1) as a constant, we define f(z) as

v [1-Kz z<%
(=)= { 0 otherwise. @
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Integrating this function f(z), we define the evalu-
ation function as the multiplication of (i) the number
of transactions which happen, and (ii) the satisfaction
level of each transaction. We represent this evalua-
tion function with the symbol F(T') for token method
and F(O) for optimistic method.

For token method, since transactions always com-
mit at the time they happen, z = 0 and f(z) = 1
is always true. Thus, F(T) equals the number of
transactions succeed in the corresponding disconnec-
tion time. This is equal to the number of transac-
tions happen at the site with higher probability of
transaction (which is the site that will receive the to-
ken), which equals the summation of multiplication
of (i) number of transactions, and (ii) the probabil-
ity that this number of transactions happen. When
P(A); > P(B)i,

F(T) =1P(A) + 2P(A), + ... + tP(A)!

=) iP(A)}
i=1
=tP(A).
(We omit the proving here.)

Thus, we conclude the following equation:

F(T) = { gg’;ﬁ 3

We now derive F(O). For optimistic method, the
satisfaction level is always less than 1, since a suc-
cessful transaction only commits when the sites re-
connect. Transactions that happen at different time
have different satisfaction level. Thus, we need to
consider each of them separately.

From equation (1), we know that:

P(A); > P(B)]

otherwise.

P(A)} = Ci(P(A)) (P(A)5)" .

Thus, there are 'C; possible patterns that i number of
transactions happen in the duration of disconnection
time ¢. Thus, the probability that each way happens
is P(A):/C;.

The formula of P(A)! can be expanded .in-
to 'C; terms, in which each term equals
(P(A)) (P(A)4)F-9, and thus contains i number of
P(A)} and- (t — 4) number of P(A)}. Hence, if we
consider the total of all *C; terms, there are i x 'C;
number of P(A)}. These ¢ x 'C; number of P(A)}
is also evenly distributed over the time 1,2,...,. So,
for each time 1,2, ..., t, the total number of P(A)] is
(i x Ci)/t.

As an example, consider the case of P(A)j (t = 4
and ¢ = 2). To arrange 2 transactions in 4 units
of time, there are “C, (= 6) ways to arrange them,
as shown in Figure 3. The probability that each of
these 6 ways happens is P(A)3/6. For each of these 6
ways, there exist 2 P(A)}, which add up to the total

Time |
Way 1 2 | 3 | 4 | Total P(4)
1 1 t |0 0 2
2 1 0 1 0 2
3 1 0 0 1 2
4 0 1 1 0 2
's 0 1 0 v 2
6 o | o | 1 1 2
Total P(4), 3 3 3 3 12

Figure 3: An example: expanding P(A)3.

of 2 x 6 (= 12) P(A)}. These 12 P(A)} are evenly
distributed over the time 1,2,3,4. So, for each time
1,2,3,4, there are 12/4 (= 3) P(A)}.

If we consider the actual number of transactions
happen at each time 1,2, ...,¢, it is equal to the num-
ber of transactions multiplies the probability that this
number of transactions happen (as in token method):

ixic;, P _ (i
_——t X _tCi = P(A), i)

Now we consider the satisfaction level of the trans-
actions happen at each time 1,2,...,¢. For discon-
nection time ¢, if disconnection happens at time 1,
then reconnection will happen at time ¢ + 1. Recall
from equation (2) that x is the duration of time be-
tween the time the transaction happens and the time
it commits. In this case, we know that when a trans-
action happens at: time 1, =z =1,

time 2, z=t-1,

timet, z=1.
Hence, by referring to equation (2), the satisfaction
level f(z) for transactions happen at time 1 to ¢ is:

_ [ 1=K t<g
f@®) - { 0 otherwise,
~ 1-(t-DK t—1<%
fe-1) { 0 otherwise,
f() =

1-K.

Thus, the total satisfaction function, S(A):, is the
number of transactions multiplies the satisfaction lev~
el as follows: i
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S(A); = P(A)}

G) Zf(])
P(A)! (%) x 2(1 —jK) t<%
)

i=1

1
*
X Z(l —jK) otherwise
ji=1

P(A): (%

t< %

P(A): §> (2-@¢t+1K)
otherwise.

P(A); m)
(0

For F(T), the evaluation function is iP(A)} for
each P(A), (i = 1,2,...,t). For F(O), the satisfac-
tion level is integrated and the evaluation function is

S(A);.
Thus, when transactions occur at only one site,
1

F(O) = P(B)y Y S(A)} + P(A)h Z S(B):.
i=1

When transactions occur. at both s1tes, ‘as men-
tioned earlier, transactions happen at the site with
the higher number of transactions will succeed, while
transactions happen at the other site will have to ex-
perience rollback. Thus, for this case, when the num-
ber of transactions happen at site A exceeds that of

site B, ]
F(0) =Y. S(A)}LP(B);.
i=1j=1

When the reverse happens,
F(O) —ZZP(A),‘ B)]
i=1 j=i
Thus, we get the following result:

P(B)s > S(A)
i=1
+P(AYSD " S(B):
e (5)
+3° 3" S(A)P(B);
i=1j=1
+ Z Z P(A)S(B):.

When F(T) > F(O), token method is used, and

vice versa.

F(0) =

4 Evaluation and Discussion

It is important that for both token and optimistic
method, we consider the trade-off between the work
and the results.

The good thing about token method is that the suc-
cess/failure of transactions is known on the spot with-
out any delay. Only the sites with tcken are allowed
to execute transactions. In other words, only trans-
actions which will succeed are executed, while trans-
actions which will not succeed are rejected straight
away. Thus, there is no waste of work at all in exe-
cuting the transactions. The efficiency is 100%.

However, there is no chance at all for the site with-
out token to execute a single transaction. Thus the
sites with lower probability of transactions always
have no right to execute transactions during discon-
nection.

In optimistic method, the transactions are tenta-
tively executed with the hope that eventually they
will succeed. In some cases, they may succeed if no
conflicts occur. This happens mostly when the prob-
ability of transactions are not high and/or the dis-
connection time is short.

However, the transactions executed may fail if con-
flicts occur, mostly in the case that the probability of
transactions are high and/or the disconnection period
is relatively long. Further, if the disconnection time
is long, many uncommitted transactions accumulate
and eventually they may all fail, resulting in a lot of
waste of time and work.

It is hard to quantify the work of transactions roll-
back in optimistic method and compare it with the
loss of not being able to execute transactions in token
method. There is no exact barrier between these two
methods in which we can say that “token method is
better compared to optimistic method” and vice ver-
sa. It all depends on the circumstances.

However, by understanding the above phenomena,
i.e., the advantages and disadvantages of both meth-
ods, a. user can set his own priority and decide a
barrier to define his own evaluation function. This
is where the satisfaction level f(x) and the constant
parameter K play the role.

Depending on the priority, whether the number of
transactions succeed is more important or the efficien-
cy (result over work) is more important, the value of
the constant K may be changed. The higher the val-
ue of K, the higher the probability that token method
is applied. The user may set his own K to suit his
own demand.

As an example, in the graph shown in Figure 4,
the probability of transactions at site A and B, and
the disconnection time ¢ is fixed, and K is changed
to reflect the change in the value of the evaluation
function for token and optimistic method (refer to
equation (3) and (5)). In this example, these values
are set: P(A)} = 0.3, P(B)! =0.2,t=5. As can be
seen in the graph, when K < 0.095 (approximately),
the evaluation function chooses optimistic method,
while when K > 0.095, it chooses token method.

Comparing our approach with the approach which
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Figure 4: Change of value in the evaluation func-
tion with varying K with the following parameters:
P(A)} =03, P(B)l=02,t= 5.

uses only one method, whether token or optimistic,
certainly our approach is better as it balances off
the advantages and disadvantages of both methods
and gives the users a choice to decide the appropriate
method to be used by considering the probability that
transactions occur and the duration of disconnection
time between the sites.

5 Conclusions

In this paper, we have proposed two approaches,
namely token method and optimistic method to han-
dle database updates during periods of disconnection.
The former predicts the number of transactions which
will happen based on the probability of the transac-
tion and then decides the site which is allowed to ex-
ecute transactions. The latter uses an optimistic ap-
proach where all the sites are allowed to run transac-
tions, but rollback may happen if any conflicts occur.
The latter always ensures that the number of transac-
tions succeed is maximum, but it requires more work
to be done. "

We then proposed an algorithm to choose the most
effective method between these two methods to be
used during disconnection depending on the proba-
bility that transactions occur and the disconnection
time. In order to choose the best method, the eval-
uation function in-our algorithm uses the number of
transactions succeed and the satisfaction level of each
transaction. The users can set the appropriate pa-
rameter K in‘the formula of our proposed algorithm
to suit their own demand depending on their priority.

In this paper, we only consider the case in' which
a network is disconnected into two sites. When they
are further separated into. more sites, the same algo-
rithm can still be applied as long as the probability
of transaction and the disconnection time is known.
However, when reconnection happens in a random
way, the situation becomes more complicated. We
wish to look into this matter in the future.

On top of that, we would like to include the Es-

crow method ([5], [6], 7], [8], [9]) besides token and
optimistic methods for partitionable data in our al-
gorithm to make it more robust in the future.
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