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## Background (What is free-viewpoint?) <br> 1 KORO

■ Free-viewpoint synthesis (Free-viewpoint video)

- To synthesize virtual image from arbitrary viewpoint by using multiple images
- Users can watch a scene from arbitrary angle freely
- Feature: immersive experience (has high affinity to virtual reality experience), Intuitive understanding of the target scene
$\bullet$ Use case: sports watching, training, analysis, education, gaming, etc.

| Background (Example) |  |
| :--- | :--- | :--- |
| ■An example of free-view point system (KDDI, 2012) |  |


| Background (Approaches) |
| :--- |
| ■ How do we synthesize the video? |
| - Several approaches have been proposed. |
| - Image based |
| - Interpolation of multiple images |
| - Stereo matching (considering parallax) |
| - Camera lenses array (based on light field theory) |
| - Model based (Depth based) |
| - Visual hull (point cloud) |
| • Depth sensor based |
|  |

Background (Comparison)

■ Comparison of features with several approaches

|  | Virtual viewpoint <br> range | Calculation <br> cost | Distance between <br> multiple cameras | Restriction of <br> equipment |
| :--- | :--- | :--- | :--- | :--- |
| Interpolation | Narrow | Low | Narrow | Only camera |
| Stereo matching | Narrow | Low | Narrow | Only camera |
| Camera lenses array | Narrow | High | Narrow | Light field camera |
| Visual hull | Wide | High | Wide | Only camera |
| Depth sensor based | Wide | Low | Wide | Infrared camera, etc. |

■ We chose "visual hull" as an approach to realize the freeviewpoint video considering these advantages for customer use.

- Wide viewpoint range (sparsely arranged cameras)
- High quality synthesis
- not require special equipment


| Conventional method of the visual hull |
| :--- | :--- |
| - Problem |
| - It takes so much time to calculate the shape even by using |
| decent power PC |
| - It is quite impactul for realizing real-time live streaming of free-viewpoint |
| video |
| ■ Proposal |
| - We propose a new concept of representation of the visual hull |
| to overcome the above problem |
| - use a set of virtual planes instead of a set of voxels |
|  |



## Problem of conventional method (repeated) <br> - The conventional visual hull takes so much time to calculate the shape even by using decent power PC <br> $\square$ Ex: for representing $10 \mathrm{~m}^{3}$ space at $1 \mathrm{~cm}^{3}$ voxel size, we have to calculate $10^{9}$ vertices ON/OFF flag explicitly.



The detail of proposed method (4/5)
NOT:


- The binary shape representation is too strict considering the noise of the mask
- Opacity of the shape, $A_{i}$, is adopted to avoid the noise
- the parameter $\alpha$ should be less than 1 (in this proposal, we set $\alpha=0.01$ )
$A_{i}(u, v)=\left\{\begin{array}{ll}1 & M_{i}(u, v)=1: \text { pixel in the target object } \\ \alpha & \text { otherwise } .\end{array}\right.$ : pixel not in the target object
$P A_{n}(\mathrm{x}, \mathrm{y}, \mathrm{z}) \propto H_{i} A_{i}(u, v)$
$P A_{n}^{I}(x, y, z)=\prod_{\forall(u, v) \in M_{i}} P_{n}(x, y, z)$




## Experiments

$\underset{\sim T M}{ }$

■ We carry out two experiments by using actual sports videos - Quality assessment

- Comparison of calculation time



## Experiments

- The other settings
- Camera calibration: done manually in advance
- Use geometric information of white line in batter box
- Time synchronization of multiple cameras: manually adjusted (does not use Generator Lock)
- Resolution of the virtual space (manually decided considering target scene):
- Voxel [1] (conventional method): $1.0 \mathrm{~cm}^{3}$ per each voxel
- Ours: 1.0 cm as a distance between each plane


Comparison of calculation time (1/2)

- We calculate processing time from image input to rendering (including background subtraction)
- The vertical synchronization of display has been turned off to obtain exact processing time less than refresh rate of the display
- The voxel size and the distance between each plane are the same as the previous experiment

■ Note: only for the background subtraction, the input images are resized to $640 \times 360$ to accelerate the processing time

## Comparison of calculation time (2/2)

- The time from input to rendering is described below (milliseconds order):
$\bullet$ Runtime: averaged rendering time measured for 5 minutes

|  | Voxel [1] | Ours |
| :--- | :--- | :--- |
| runtime [milliseconds] | 196 | 31.7 (< 33.3) |

- The background subtraction works on CPU in both method
- All the projections in our method and rendering in both method are implemented by OpenGL [4]
- The other functions in conventional voxel method [1] is implemented by CUDA for fair evaluation

Conclusion N尺゚
- We proposed the virtual lined plane approach to render a target object for the free-viewpoint video live streaming

■ Two experiments show that our method well represents the visual hull and it woks very quickly

- Quality: Almost same as conventional visual hull (point cloud) - Processing time: working in real-time (less than 33msec/frame) from input to rendering


## ■ Future work

- Fast high accuracy mask extraction
- Content adaptive plane positioning method for economize memory use
- To apply our method more huge target scene

Thank you!

