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Abstract: We present a method for influencing vehicle behaviors using only informative Controller Area Network
(CAN) messages that are used to inform vehicle status. Some recent vehicle attack techniques have been shown to
have a significant impact on the automotive industry. Almost all previous studies employ active CAN messages that
directly induce actions for the attacks, but there have been no studies that explicitly use only the informative CAN
messages. This is the first report of using only informative CAN messages in an attack especially targeting a driving-
support system. Through experiments, we show that abrupt acceleration/deceleration is abnormally induced using
informative messages regarding the wheel speed while the cruise control system is activated. We also find that the
speed limit control of the cruise control system can be disabled and the parking assist system can be canceled using
fabricated informative messages. The experimental results reveal that fabricated informative CAN messages can ma-
nipulate the vehicle to yield an improper behavior. We evaluate the effectiveness of some countermeasures by applying
them to the attacks and clarify the strength and weakness of each countermeasure. We believe that this study will bring
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a new perspective to the automotive security toward vehicle system design.
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1. Introduction

Recently, automotive security has attracted attention because
abnormal behaviors have been induced in real vehicles and the
sophistication of the attack techniques has increased every year.
Some researchers have shown that abnormal vehicular actions can
be induced by an attacker injecting fabricated messages into a
Controller Area Network (CAN) bus such as in Refs. [1], [2], [3],
[4]. Thus, the security of real vehicles is an important topic and
research on protection against such attacks has become an urgent
issue. It is considered that protection methods used in Informa-
tion Technology (IT) security techniques are useful for ensuring
CAN-bus security. As examples, Message Authentication Codes
(MAGCs) [5], [6], [7], anomaly detection [8], [9], [10], and Intru-
sion Detection Systems (IDSs) [11], [12], [13] were proposed for
adoption into in-vehicle networks.

Attacks in real vehicles were previously shown in, for exam-
ple, Refs. [1], [3], [4]; however, these attacks mostly rely on two
types of CAN messages, diagnostic messages used for vehicle
maintenance and active messages that can directly cause an ac-
tion. Examples of active messages are accelerating the vehicle,
turning the steering wheel, and locking the door. In Ref.[3], a
kind of informative message that only informs the gear position
status is used in the attack to change the internal gear status to
manipulate the steering wheel. However, these messages play an
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absolutely subsidiary role and the authors of Ref. [3] could not
show that a single informative message explicitly affected criti-
cal vehicle controls. Furthermore, because informative messages
are considered to only provide information regarding the vehicle
status, there are cases in which countermeasures would not be
implemented due to a shortage of computational resources of a
vehicle control module. From another aspect, we also point out
that very few studies can perform successful attacks to manipu-
late acceleration/deceleration in real vehicles.

In this paper, we first show that the abnormal vehicle be-
haviors can be induced using only informative CAN messages
while the driving support system is activated *!. In fact, we pre-
cisely show that we are able to actualize an abnormal acceler-
ation/deceleration by injecting the fabricated wheel-speed mes-
sages to indicate a much lower/higher speed than the set speed
while the cruise control system is used. In the same way, we
show that we can disable the speed limit for activating the cruise
control system. Furthermore, we show that the parking assist sys-
tem can be abruptly canceled without driver operation. Based on
the experimental results, we show that informative messages as
well as active messages should be protected. We evaluate the
effectiveness of some countermeasures by applying them to the
attacks and clarify the strength and weakness of each counter-

*I' A preliminary version of this paper was published in the conference pro-

ceedings of HOST 2018 [14]. In this paper, we also describe the details
of other attack methods such as deceleration, disabling the speed limit
for activating the cruise control system, and canceling the parking assist
without driver operation in Section 4. We also describe the details of the
countermeasures in Section 5.
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measure. We believe that this study will bring a new perspective
to developing vehicle systems for improving security.

Hereafter, Section 2 provides background information on the
vehicle controls and Section 3 describes previous studies. Sec-
tion 4 presents the attacks using fabricated informative messages
in real vehicles. The evaluation of the countermeasures is de-
scribed in Section 5. Finally, we conclude the paper in Section 6.

2. Preliminary on Vehicle Controls

We first describe a general mechanism for the vehicle controls
that are performed using in-vehicle messages.

2.1 General Mechanism for Vehicle Controls

The general mechanism for a vehicle control is shown in Fig. 1.
A control unit usually refers to the (i) requests for actions to be
performed such as turning the steering wheel and accelerating the
vehicle, and the (ii) status of the vehicle based on the captured
sensor information such as information of the current speed and
the gear position through an in-vehicle network (CAN, Local In-
terconnect Network (LIN), and FlexRay). Then, the control unit
decides whether an action is performed based on that information.
In modern systems, a control unit may monitor several kinds of
messages to conduct a complicated action [2].

Types of information (i) and (ii) above are usually input into
the control unit using in-vehicle messages such as CAN mes-
sages. CAN messages can be roughly categorized into three types
based on the responsibility for transmitting messages to the con-
trol unit: diagnostic, active, and informative messages [4]. We
employ these categories in the paper. Each message is used for
the appropriate vehicle functions. Example actions induced by
these three kinds of CAN messages are given in Table 1. We

In-vehicle network message

Input (CAN, LIN, FlexRay, ...)

(i) Request actions
(Control command)

Control
unit

> Actions

(ii) Status of vehicle
(Sensor information) \)

Fig. 1 Mechanism for vehicle control using an in-vehicle message.

Table 1 Example actions induced by CAN Messages.

CAN Message Contents

- Brakes will not work
- Lights On/Off

- Fastening of seatbelt

Diagnostic Message

- Killing an engine

Active Message - Engaging brakes
- Turning steering wheel
- Accelerating vehicle

- Locking/Unlocking door

Informative Message | - Informing wheel angle
- Informing wheel speed

- Informing current speed of vehicle

- Informing brake pedal position
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give details on the meanings of each type of message in the next
section.

2.2 Kinds of CAN Messages

Diagnostic messages are only used for vehicle maintenance.
They can be viewed in the communications between the diagnos-
tic tool and the bus for obtaining information on the vehicle and
for active tests to confirm the behavior of the vehicle systems.
In ISO-TP/ISO 15765-2[15], the method for sending diagnostic
messages in the CAN bus is defined. The message format for the
diagnostic messages is defined in ISO 14229 [16] or 14230 [17].

Active messages, which are a type of normal message that is
usually sent through the bus, request the control unit to perform
actions as shown in Fig. 1 (i). These messages are responsible for
performing physical actions of the vehicle related to control sys-
tems such as moving the vehicle, engaging brakes, turning the
steering wheel, and related to the body control systems such as
opening/closing the windows and locking/unlocking the door.

Informative messages, which are a type of normal message,
are responsible for informing the control unit of the state of the
vehicle from the captured sensors as shown in Fig. 1 (ii). The
messages related to the wheel angle and the brake pedal position
obtained from each sensor are examples. This type of message
does not directly induce any vehicle action.

3. Previous Studies

This section describes previous vehicle attacks using fabricated
CAN messages based on the mechanism of vehicle control de-
scribed in Section 2.

The investigations in Refs. [1], [2], and [3] showed automotive
control by injecting attack messages using diagnostic messages
in the CAN bus through the on-board diagnostics (OBD)-II port.
These studies showed that the attacker can achieve a partial con-
trol over the body of the vehicle such as turning on the lights,
moving wipers or fastening a seat belt at any time.

In Refs. [1], [3], [4], it was shown that injecting active CAN
messages can induce some abnormal behaviors. In Ref. [1], the
authors showed that they were able to, for example, tamper with
some control over the vehicle body system. The researchers in
Refs. [3], [4] showed that a fabricated message can be used to
request a control unit to take action (as in Fig. 1 (i)) resulting in
engaging the brakes and turning the steering wheel.

All of the above previous papers propose and discuss attacks
using diagnostic or active messages that directly indicate actions
for a control unit and their countermeasures. Informative mes-
sages are utilized to inform the control unit of the vehicle state
and it was typically considered that these messages do not affect
physical aspects of the vehicle [4].

Although the researchers in Ref. [3] used fabricated informa-
tive messages to activate the parking assist system at any gear
position, these messages played a subsidiary role and the active
messages were still needed for the attacks. So, they could not
achieve successful attacks in causing abnormal vehicle behavior
by only injecting informative messages. Furthermore, there are
few studies that show the vehicle is irregularly accelerated or de-
celerated by injecting fabricated in-vehicle messages.
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4. Method for Influencing Vehicle Behavior
Using Fabricated Informative Messages

In this section, we present details on the attack methods and
the experimental results.

4.1 How to Find Proposed Attack and Concept Behind At-
tack

In this section, we describe the objective of the attacks, how
to find the attacks and the concept behind the attacks to give the
information for reference when someone investigates the attack
method and evaluates real vehicles.

We consider that the most serious threat related to the driving
the vehicle is to induce the significant accidents to be involved in
the human lives. Then, we define the objective of the proposed
attacks as inducing the abnormal vehicle behaviors which cause
the significant accidents by the attacks, and then, compromising
a control unit.

In order to compromise the significant vehicle controls, we fo-
cus on the driving support systems in which the functions are
electronically controlled and we investigate the attack methods
to induce the abnormal behaviors by the irregular controls of the
vehicle from the attackers.

At this time, as shown in Fig. 1, the control unit which manages
the driving-support-system function is activated using two kinds
of messages: those that request action and those that inform the
controller of the status of the vehicle. Furthermore, recent vehicle
systems such as the driving support systems require complex in-
teractions among several modules including the sensors [1], [18].
From the aspect of the attacks, the fact that messages that request
action (active or diagnostic message) could be used was published
in the previous studies [1], [3], [4]. However, the attacks using the
messages of the status of the vehicle (informative messages) have
not been publicly proposed.

Then, we consider that a single informative message can be
used in attacks as well as the active or diagnostic message be-
cause these complex driving support systems refer to many kinds
of information. As a result, we find that we can affect critical ve-
hicle actions only using one type of fabricated informative mes-
sage. In fact, we show that the driving support systems can be
easily compromised by such messages and point out that serious
consideration should be given to the security of informative mes-
sages.

4.2 Attacker Capabilities and Experimental Conditions

This section describes attacker capabilities needed to achieve

the successful attacks and the experimental conditions used in
this study.
4.2.1 Attacker Capabilities

We describe the attacker capabilities to achieve the successful

attacks.

e The attacker can access the internal CAN-bus. As an ex-
ample, the paths to access the bus are considered as fol-
lows: through the OBD-II port, by tapping the bus directly,
or through some other remote attack interfaces such as the
infotainment systems.
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e The attacker can sniff the CAN messages transmitted in the
bus and identify the meaning of the CAN-ID and data be-
cause the contents of the data are sometimes proprietary.
We note that, to identify the meaning of the informative mes-
sages is more difficult compared to the active messages in
some cases because the attacker cannot easily verify any vis-
ible action by injecting informative messages in a normal
vehicle situation. Therefore, the attacker tries to identify the
contents of the data by focusing on the characteristics of the
data structure and the transitions of the data based on the
vehicle behaviors.

e The attacker can inject fabricated messages into the vehicle
based on the analysis of the CAN messages through paths
mentioned in the first item as an example while the driving
support system is activated in the vehicle which the attacker
targets.

At this time, the attacker injects the fabricated messages an
equal number of times to the original messages or more than
the number of the original messages to increase the impact
of the attacks.
Considering the attacks against the real vehicles [3], [19], the
above attack conditions are general and feasible.
4.2.2 Experimental Conditions

Based on the attacker capabilities, we describe the experimen-

tal conditions used in this study.

o We sniff the CAN messages and inject fabricated messages
through the OBD-II port or by tapping the bus directly de-
pending on the vehicle.

The injected messages include the same ID as the original
message and data related to the control are different from
those in the original message.

e We inject the fabricated messages immediately after the
original ones so that they will be overridden by the fabri-
cated messages without the need to reprogram the module.
The average timing difference between the original and fab-
ricated message is 0.6 ms.

e We use CANoe software [20] installed on a PC to sniff and
inject the fabricated messages and use VN1630A which is
the hardware interface of the CAN bus including the CAN
transceiver [21].

e In the experiment, we conduct cruise control system tests on
a specialized roller that is embedded in the ground.

4.3 Controlling Acceleration/Deceleration by Targeting a
Cruise Control System

The cruise control system is used to maintain a constant speed
according to a set value selected by the driver. Figure 2 shows
a typical system structure. A module related to the cruise con-
trol system monitors physical information signals related to the
vehicle status. Based on these signals, the cruise control module
requests speed-management actions.

Even though the cruise control system monitors several kinds
of signals to control the speed, we find that we can induce abnor-
mal acceleration/deceleration without physically depressing the
accelerator by fabricating a CAN message related to the vehicle
status. The basic idea is that we create a false state by injecting
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Some modules
related to cruise
control system

Cruise control ﬂ Engine control
1 computer
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Brake signal

Acceleration pedal position signal
> Cruise control
computer 2

Shift position signal
—_—

i Brake control

: \J computer

Cruise control
computer N

Wheel speed signal
—_—

Fig. 2 Typical cruise control system structures.

the fabricated message and the cruise control system falsely rec-

ognizes that it needs to accelerate the vehicle even though it does

not actually need to do so.

In the vehicle used in the experiments, the CAN message re-
lated to the vehicle status is the current wheel-speed CAN mes-
sage*2. Usually the CAN message related to the current wheel
speed is broadcast to the bus to inform each module of the indi-
vidual wheel speed. We note that injecting the fabricated wheel-
speed message does not result in an abnormal physical action
when the vehicle is driving as usual. However, we show that
the fabricated wheel-speed message affects the vehicle behavior
while the cruise control system is used.

4.3.1 Attack Method for Abnormal Acceleration

Here, we present the details of the attack procedure and its im-
plementation in real vehicles. In the experiments, we implement
the attack while we drive at a constant speed using the cruise con-
trol system.

(A) A driver presses a button to activate the cruise control
system and accelerate the vehicle to the desired speed, of
60 km/h as an example.

(B) After the speed of the vehicle exceeds the desired speed,
the driver sets the desired constant speed, 60 km/h, by ma-
nipulating a lever. The vehicle travels at the set speed for a
certain time.

After that time, the attacker starts to inject fabricated wheel-
speed messages indicating that the vehicle is at the much
lower speed of 40 km/h as an example.

In a real attack situation, the attacker would know when the
cruise control system is active by investigating the sniffed
CAN messages related to the vehicle speed which is shown
as constant.

(C) As a result, the vehicle gradually accelerates and the ac-
tual speed eventually reaches approximately 120 km/h on the
speedometer display, which far exceeds the set speed *>.

Figure 3 shows the transition in the vehicle speed described
from the captured CAN messages while the attack proceeds. The
vehicle speed is represented on the vertical axis and time is rep-
resented on the horizontal axis.

In the above case, we surmise that the cruise control module

= In another vehicle developed by a different carmaker, the CAN message
we used in the attacks is the current-speed message.

For safety reasons, we stop injecting the fabricated CAN messages when
the actual speed reaches approximately 120km/h in the experiments.
The speed will continue to increase to the maximum speed of the ve-
hicle until we stop injecting the fabricated messages.
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Fig. 4 Transition in the engine RPMs with vehicle speed described from the
captured CAN messages for the case in Fig. 3.

trusts the new messages indicating the wheel speed when the
module receives them in sequence. So, the module trusts the fab-
ricated message sent immediately after the genuine one. This in-
duces a misinterpretation of the current speed by its module and
results in requests for the engine control computer to increase the
engine throttle.

For reference, we show in Fig.4 the engine revolutions per
minute (RPMs) described from the captured CAN messages at
that time. The figure from the CAN messages shows that the
RPMs exceed 5,500 while the speed is accelerated.

The cruise control system can usually be disengaged when the
driver depresses the brake pedal and the driver may mitigate the
effects of the above abnormal behavior by performing such han-
dling. However, we consider that this fact may cause the driver to
panic when the speed is suddenly accelerated/decelerated without
the driver intention and it is still dangerous if the driver does not
pay attention to this problem.

4.3.2 Attack Method for Abnormal Deceleration

This mechanism is almost the same as that for the acceleration.
Abnormal deceleration can be induced by injecting the fabricated
wheel-speed messages indicating a higher speed than that of the
original one.
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Fig. 6 Transition in engine RPMs with vehicle speed described from the
captured CAN messages in the case in Fig. 5.

To start, a driver activates the cruise control system and he
sets the speed to 60 km/h as an example. After the actual speed
reaches approximately 60 km/h and he sets it as the set speed,
the attacker injects fabricated wheel-speed CAN messages that
indicate that the vehicle is moving at 70km/h. Then, the cruise
control system misinterprets that the speed has exceeded the set
speed and must be reduced to 60 km/h even though the current
speed is already 60 km/h. In fact, the speed is gradually reduced
to 0 km/h. Figure 5 shows the transition in the vehicle speed de-
scribed from the CAN messages when the fabricated wheel-speed
messages are injected. The figure shows that the vehicle speed is
reduced from 55 km/h to almost 0 km/h.

When the vehicle speed reaches approximately 10 km/h (56's
point), the cruise control system is automatically canceled. In
a normal situation, an automatic cancellation occurs at less than
40 km/h which is defined for each vehicle. However, in this case,
the automatic cancellation does not occur until the speed reaches
10km/h. This is because the perceived wheel speed is higher
than the actual speed due to injections of the fabricated messages
of 70 km/h and the cruise control system verifies that the current
vehicle speed is higher than 40 km/h.

For reference, we show in Fig. 6 the transition in RPMs de-
scribed from the CAN messages for this case. As shown in the
figure, the RPMs drastically change when the vehicle speed is
reduced when injecting the fabricated messages and eventually
become 0.
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4.4 Other Behaviors That Could be Induced by Fabricated
Informative Messages

In this section, we describe other aspects of the abnormal be-
haviors regarding disabling the speed limit of the cruise con-
trol system and cancellation of the parking assist system. Al-
though these facts may not directly induce a significant accident,
we show that other driving-support-system functions are compro-
mised by the fabricated informative messages.

4.4.1 Disabling Speed Limit of Cruise Control System

Because the cruise control system verifies whether the system
is activated based on the vehicle speed, we consider that we can
mislead the module related to the control of the activation of the
cruise control system.

We can induce an abnormal activation of the system even
though the activation conditions are not satisfied. Usually, we can
set the set speed in the system when the vehicle speed is higher
than the designated speed such as 40 km/h. However, we find that
we can activate the cruise control system by injecting a fabricated
wheel speed even when the actual speed does not reach the des-
ignated speed.

Details of the procedure that improperly affects the system are
given below.

(A) We press the cruise control system button and engage the
system.

(B) We drives at a very low speed of less than 10 km/h. At this
time, we inject a fabricated wheel-speed message indicating
that the current wheel speed is higher than the designated
speed to activate the cruise control system such as 50 km/h.

(C) Then, we try to set the speed in the same way as when the
system is active. We are able to set the constant speed in the
system at 48 km/h to 53 km/h even when the actual speed
does not reach the designated speed of 40 km/h.

It is interesting that after setting the set speed by injecting the
fabricated wheel-speed message, an abnormal acceleration with-
out depressing the accelerator is possible. In fact, the speed is
accelerated to approximately the set speed even when the ac-
tual vehicle speed is lower than 10km/h by manipulating the
cruise-control speed setting button while the fabricated wheel-
speed messages are injected.

4.4.2 Cancellation of Parking Assist Systems

The parking assist is a famous driving support system and it
assists drivers when parking their vehicles. When the assist is in-
dicated, the steering wheel is automatically rotated to park the ve-
hicle in the desired location. Generally, the system is used at low
speeds of less than 10 km/h. Figure 7 shows a typical parking-
assist-system structure.

We find that we can conduct an abnormal cancellation without
the driver depressing any button by injecting fabricated informa-
tive CAN messages such as the information of the current vehicle
speed, shift position, wheel angle or steering position.

Here, we describe a method using the fabricated current-speed
message as an example. Because the parking assist system is acti-
vated when the vehicle is moving at a low speed, we consider that
the fabricated current speed message indicating 40 km/h results in
the interruption of the system. It is well known that a fabricated
message of the current speed affects the speedometer display
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module and we can display incorrect speed values [3]. However,
this message could not affect actual acceleration/deceleration ac-
tions. We show that the current speed message affects the control
of the parking assist system and show that an abrupt cancella-
tion can be induced while the conditions for the activation of its
system are still satisfied.

Details of the attack procedure using a real vehicle are given
below.

(A) A driver indicates the parking assist by depressing the but-
ton on the navigation display.

(B) The parking assist system is activated and automatically ro-
tates the steering wheel to park the vehicle in the desired
location while the vehicle speed is less than 10 km/h.

At the same time, the attacker starts to inject a fabricated
message indicating 40 km/h as an example.

(C) As aresult, the parking assist is suddenly canceled and an
error indicating that the speed is too fast appears on the nav-
igation display even when the steering is moving to park the
vehicle.

Because the system falsely recognizes that the speed has ex-
ceeded the designated parameters, the safety system is acti-
vated and the parking assist system stops.

We note that the same results can be induced by injecting other
kinds of fabricated informative message such as those regarding
shift position, wheel angle or steering position. For safety rea-
sons, the system is abruptly canceled when one of the activated
conditions is not satisfied. However, our experimental results
show that this fact makes it easier for the attack to disable the
system by conducting a denial of service attack.

4.5 Effectiveness of Attacks

We describe a general versatility of the proposed attacks, that
is, how the proposed attacks are generally effective to the vehi-
cles.

As described in Fig. 1, in general, the control unit including
the driving-support-system module refers the inputs of the vehi-
cle status, that is informative messages, to justify the control of
some actions. Then, we consider that the proposed attack to in-
duce the abnormal vehicle behaviors using the informative mes-
sages is effective to some kinds of vehicles in which the driving
support system is installed and it does not depend on a specific
vehicle type. In fact, we perform the attacks against two kinds
of vehicles made by different carmakers and in the different years
(latest at the moment and the other a few years ago) to verify
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the effectiveness of the attacks. As a result, we achieve the suc-
cessful attacks to induce the abnormal behaviors in both kinds of
vehicles ™.

Furthermore, in the latest vehicles, when two kinds of data
that largely differ are input to the control unit in a short amount
of time, there are some cases where the control unit detects the
abrupt change of the values and it may act such that the driving
support system is canceled. In this case, the attacker can per-
form attacks to improve the injected methods of the fabricated
messages such as reducing the injected number of fabricated mes-
sages or controlling the injected timing of the fabricated messages
not to induce the abrupt change of the values in the control unit.
At this time, the number of fabricated messages sent by the at-
tacker is less than the original messages. Although the effect of
the fabricated messages decreases and the degree of the acceler-
ation/deceleration is reduced as the influence for the attacks, the
abnormal acceleration/deceleration is still possible.

5. Countermeasure Evaluations

In this section, we evaluate the effectiveness of countermea-
sures in the desk study when we apply them to mitigate attacks
using informative messages. We describe the countermeasures
that are considered to be effective for the proposed attacks and
clarify the strength and weakness of each countermeasure for the
proposed attacks. Based on the evaluations, we consider that the
informative messages as well as the active messages must be pro-
tected because the protection methods may not be implemented
in the informative messages.

5.1 Implementing Anomaly Detection

Anomaly detection is well known in the IT fields to detect
anomalous packets on the Internet [22]. This kind of technique
is considered to be effective in detecting fabricated messages in
the CAN bus[8], [9], [10]. The basic approach is to compare
with the normal situation without the attacks, and then, the data
in a normal situation is needed.

We can detect that the proposed attacks have performed by
comparing with the normal situation regarding one of the fol-
lowing items: period, number or data transitions of the messages
described below. After the fabricated messages are detected, the
driving-support-system functions such as the cruise control sys-
tems are stopped and only a limited function such as running at a
lower speed remains activated. Then, the proposed attacks cannot
be proceeded.

e Period of the informative messages:

In the normal situation, the informative messages such as
the wheel-speed or the current-speed messages are periodic
about several tens of millisecond (ms) as an example. In
the proposed attacks, the attacker injects the fabricated mes-
sages immediately after the original one sent from the con-
trol unit or he injects the fabricated messages more than the
original ones. Then, the period between the wheel-speed or
the current-speed messages is shorter than that in the nor-
mal situation such as less than 1 ms in the experiments and

*1In Section 4, the results using one of the vehicles are described.
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Table 2 Summary of effectiveness of countermeasures.

Countermeasures Strength (+) and Weakness (-)

Example References

Anomaly Detection

(+) Can detect attack when the cycle, number or data transition of the messages is investigated

(-) Cannot easily determine which is the fabricated message

Refs. [8], [9], [10]

MAC (+) Fabricated messages are not accepted in control unit because attacker cannot calculate correct MAC

(-) Not effective when module is reprogrammed to calculate and add correct MAC

Refs. [5], [6], [7]

Checking Multiple Sources | (+) Fabricated messages can be detected and rejected so that action is not performed -

(—) Still can perform attack when attacker can tamper with multiple sources so that there is no consistency

it is disturbed. Therefore, when the attacks are performed,
the informative-message period differs from that in the nor-
mal situation and sending the fabricated messages from the
attacker can be detected.
e Number of the informative messages:
In the proposed attacks, the attacker injects the fabricated
messages immediately after the original one sent from the
control unit or he injects the fabricated messages more than
the original ones. Then, when the attacks are performed, the
number of the informative messages of the attack target is
more than double compared to a normal situation during a
given time interval. Then, in the attack situation, the number
of the informative messages differs from that in the normal
situation and sending the fabricated messages from the at-
tacker can be detected.
o Data transition of the informative messages:
In the proposed attacks, the data of the fabricated messages
differs from that of the original one. Then, when the attacks
are performed, the data of the wheel-speed or the current-
speed message approximately takes the two kinds of values
alternately in a short time. Therefore, the data transition dif-
fers from that in the normal situation and sending the fabri-
cated messages from the attacker can be detected.
Considering the above, the countermeasures of the anomaly
detection are effective for the proposed attacks. The behaviors of
the informative messages must also be checked in the anomaly
detection systems as described above. We note that a more so-
phisticated analysis is needed to determine which message is the
fabricated message. In this case, we also examine which data is
not consistent with the vehicle behaviors or the other in-vehicle
messages, or we examine the voltage profile of the module to
know exactly which message is the fabricated message transmit-
ted from the compromised module.

5.2 Implementing CAN Message Authentication

The way of implementation of a MAC in in-vehicle networks
has been proposed [5], [6], [7], [23] and it will be implemented
in the CAN bus in the near future. Usually, a MAC is imple-
mented for significant messages directly related to vehicle ac-
tions because of the computational resources of the control unit.
We consider that MACs must be implemented for the informative
CAN messages to prevent the acceptance of fabricated messages.

When we add the MAC to the informative messages transmit-
ted in the bus, the attacker cannot create the fabricated messages
with the correct MAC because he does not know the crypto-
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graphic secret key to calculate the correct MAC. If the attacker
sends the fabricated informative messages with the wrong MAC,
it is rejected in the received control unit. Then, the abnormal
behaviors in the control unit are not induced and the proposed
attacks cannot be proceeded.

We note that, when the implementation of the MAC is im-
proper such as the setting of the short MAC length or multiple
use of the same MAC, the attacker may calculate the correct
MAC and replay its message [24]. Furthermore, when the at-
tacker can perform re-programing of the module to calculate the
correct MAC, the above countermeasure is not effective. How-
ever, we consider that it is a difficult task for the attackers in most
cases.

5.3 Checking Multiple Sources of Modules

To prevent attacks, reconsidering the driving support system
is also needed. We describe a new aspect of the countermeasures
that perform checking multiple module inputs in a module related
to the driving support system. In contrast to the anomaly detec-
tion, this method does not need the data in the normal situation
because the different kinds of the multiple inputs that have the
same transitions at this time are compared.

We can detect that the proposed attacks have performed by
comparing the multiple sources regarding one of the following
items, a kind of source on different lines or different kinds of
CAN signals described below. After the abnormal behaviors are
detected, the driving-support-system functions such as the cruise
control systems are stopped and only a limited function such as
running at a lower speed remains activated. Then, the proposed
attacks cannot be proceeded.

e A kind of source on different lines such as a signal on the

in-vehicle network and the physical wiring.

In general, there are some inputs to the module that have
the same signal meaning but on different lines such as the
CAN bus and the physical wiring. In the proposed attacks,
the attacker only sends the fabricated informative messages
in the CAN bus. Then, by comparing the data that has the
same meaning such as the current speed of vehicle both in
the CAN bus and the physical wiring, sending the fabricated
messages from the attacker can be detected when they are
different in a short period of time.

e Different kinds of CAN signals calculated from the same

sensor values that have the same time-shift transitions.
In the vehicle systems, there are some kinds of informative
CAN messages that have the same time-shift transition cal-
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culated by a sensor value such as the current speed of the
vehicle and the wheel-speed messages. In the normal situ-
ation, they have the same time-shift transition because they
are calculated by the same signal source. When the pro-
posed attack is performed, the attacker sends the fabricated
messages regarding one kind of CAN messages such as the
wheel-speed messages. Then, the time-shift transitions be-
tween the wheel-speed and the current speed of the vehicle
are obviously different if the attack is proceeded. Therefore,
by comparing the time-shift transitions between the multiple
CAN messages, sending the fabricated messages from the
attacker can be detected.

This countermeasure can also be installed in a central gateway
or a domain unit that controls the message flow to each terminal
module [25].

From the above, the countermeasures are effective when the
attacker sends a kind of fabricated messages. Of course, if the
attacker can tamper with multiple sources so as not to create the
inconsistency in the multiple inputs of the module, the counter-
measure is not effective. However, we consider that tampering the
multiple sources to take the same time-shift transitions is difficult
for the attackers.

5.4 Comparison of Each Countermeasure

From the above desk study, we show the effectiveness of each
countermeasure applied to the attack using the informative mes-
sages. A summary is given in Table 2. In the table, (+) indicates
a strength and (-) indicates a weakness when a countermeasure
is implemented. Because each countermeasure itself has weak
points based on the attack level, a combination of multiple meth-
ods is more effective to completely prevent attacks based on the
multilayer detection concepts [26].

6. Conclusions

This paper brought to light a new perspective on fabricated in-
formative CAN messages used to trigger an abnormal behavior
that a driver does not intend. The presented methods were able
to affect the control of the driving support system through infor-
mative messages that were considered only to inform the vehicle
status. In fact, by injecting the fabricated wheel-speed messages,
we showed that an abrupt acceleration/deceleration to a speed
greater/lower than the set speed could occur while the cruise con-
trol system was activated. We also showed that we could disable
the speed limit to activate the cruise control system. Furthermore,
by injecting fabricated current-speed messages, we showed that
we could abruptly cancel the parking assist system. These re-
sults reveal that such systems can be easily compromised and we
must consider that the security of informative messages as well as
that of other messages is significant. We evaluated the effective-
ness of the countermeasures applied to the proposed attacks and
clarified the strength and the weakness of each countermeasure
for the attacks. Because the extended automated cruise system
has spread all over the world, we believe that this study provides
some important information for the design and implementation of
the systems and contributes to the development of secure systems.
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