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Abstract: In microblog search, vocabulary mismatch is a persisting problem due to the brevity of tweets and frequent
use of unconventional abbreviations. One way of alleviating this problem is to reformulate the query via query expan-
sion. However, finding good expansion terms for a given query is a challenging task. In this paper, we present a query
expansion framework, where supervised learning is adopted for selecting expansion terms. Upon retrieving tweets by
our proposed topic modeling based query expansion, we utilize the pseudo-relevance feedback and a new temporal
relatedness approach to select the candidate tweets. Next, we devise several new features to select the temporally
and semantically relevant expansion terms by leveraging the temporal, word embedding, and sentiment association
of candidate term and query. Moreover, we also utilize the lexical and twitter specific features to quantify the term
relatedness. After supervised feature selection using regularized regression, we estimate the feature importance by
applying random forest. Then, we make use of a learning-to-rank (L2R) framework to rank the candidate expansion
terms. Results of extensive experiments on TREC Microblog 2011 and 2012 test collections over the Tweets2011
corpus show that our proposed method outperforms the baseline and competitive query expansion methods.

Keywords: microblog search, query expansion, supervised learning, pseudo-relevance feedback, temporal informa-
tion retrieval, convolutional long short-term memory, expansion term selection, word embedding

1. Introduction

The rapid growth of microblog platforms such as twitter, tum-
blr, sina weibo, etc. provides a convenient way to the users for
sharing their views, experiences, opinions, breaking news, and
ideas as well as interacting with others anytime, from anywhere.
Moreover, during a disaster period, such as earthquakes, floods,
wildfires, and typhoons, microblogging sites are treated as an im-
portant source to serve the situational information needs [1]. That
is why nowadays people are increasingly turning into microblog
sites to meet their diverse information needs.

Twitter *1 has become the most popular among the microblog
services. Searching tweets on Twitter, users seek information
with temporal relevance in mind, such as breaking news and real-
time events [2]. However, due to the length constraint of tweets,
people usually use unconventional abbreviations (e.g., use “TYT”
instead of “take your time,” use “fab” instead of “fabulous” etc.),
poor linguistic phrases (e.g., use “IMS TL;DR” instead of “I am
sorry. Too long, didn’t read.”), and URL to express their concise
thought. Besides this, some twitter specific syntaxes (e.g., #hash-
tags, retweets) also very popular among twitter users. All these
characteristics exacerbate the severe vocabulary mismatch prob-
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lem between a query and a tweet which makes it challenging for
effective information retrieval (IR) over tweets. For addressing
the challenges of IR in microblogosphere, TREC introduced the
microblog ad-hoc search task in 2011 [3]. The task is designed
based on real-time information seeking behaviors, where the goal
is to retrieve a set of relevant tweets based on a user’s information
need expressed as a query at a specific point in time.

There is a long thread of research utilizing the query expansion
(QE) to mitigate the vocabulary mismatch problem in microblog
retrieval [4], [5], [6], [7], [8]. Most of these methods are based on
the pseudo-relevance feedback (PRF) and select the terms from
the top retrieved tweets as PRF assumes the top retrieved tweets
are relevant. However, highly reliant on the top retrieved results
and selecting terms by utilizing the unsupervised approach may
generate noisy or harmful expansion terms, which in turn degrade
the retrieval performance [9], [10]. To overcome this limitation,
in this paper, we propose a query expansion method in microblog
retrieval, where supervised learning is employed to select the can-
didate expansion terms. At first, we improve the baseline re-
trieval by our proposed topic modeling based query expansion
technique. Next, to generate the effective source of candidate
expansion terms, we introduce a convolutional long short-term
memory (C-LSTM) based temporal relatedness approach along
with the PRF. We consider lexical and term distribution based
features, twitter specific features, temporal features, sentiment
aware features, and word embedding based features to select the
good expansion terms. Moreover, supervised feature selection

*1 https://twitter.com
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and a state-of-the-art machine learning technique is also applied
to learn the feature weight in a learning-to-rank (L2R) frame-
work. Experimental results with the TREC microblog collections
show that our method improves the retrieval performance over
the baseline and some other competitive query expansion meth-
ods [4], [7], [8], [11], [12], [13], [14].

The main contributions of this paper are as follows: We pro-
pose a query expansion framework that augments the query by
selecting the effective expansion terms under the supervised man-
ner in microblog retrieval. To achieve this goal, we propose an
effective topic modeling based query expansion technique to im-
prove the baseline retrieval (in Section 3.2). We also introduce a
temporal relatedness approach based on C-LSTM for candidate
tweet selection which generates the pool of effective candidate
terms (in Section 3.3.2). To bridge the temporal and semantic
gaps between the candidate terms and query, we propose new
temporal, sentiment aware, and word embedding based features
(in Sections 3.5.3, 3.5.4, and 3.5.5).

The rest of the paper is organized as follows: Section 2 pro-
vides a detailed overview of prior research, which motivates us
to contribute in this domain. In Section 3, we introduce our pro-
posed query expansion approach. Section 4 includes the exper-
iments and analysis of results to show the effectiveness of our
proposed method. Finally, Section 5 concludes this paper with
some future research directions.

2. Related Work

Microblog search is one of the hot research topics in the in-
formation retrieval domain, where given a users’ query, a set of
relevant tweets are provided to satisfy the users’ real-time in-
formation need. However, the tweets being short in length of-
ten contains unconventional word forms and queries provided by
users are usually too short, ambiguous, and hardly describe the
information need accurately, which may lead to unsatisfactory
results [4]. A widely used solution to this problem is the query
expansion (QE), which augments the original queries with terms
that best represent the users’ intent.

Among several query expansion methods, pseudo-relevance
feedback (PRF) based approaches were widely studied in mi-
croblog retrieval [4], [5], [6], [11]. The PRF approach assumes
that top-ranked documents of the original query based on initial
retrieval results are relevant and contain terms related to the query
intent to augment the query representation. Albishre et al. [4]
proposed a PRF model which considered discriminative expan-
sion to meet the user interests. El-Ganainy et al. [5] proposed
a hyperlink-extended PRF that utilized the presence of embed-
ded hyperlinks in retrieved microblogs. Zingla et al. [6] proposed
a technique that extracted semantically related expansion terms
from Wikipedia, DBpedia, and unstructured texts. Chy et al. [11]
used a PRF based simple query expansion by leveraging external
resources and focused mainly on re-ranking the initial retrieved
tweets based on several features by estimating the relevance of
query-tweet pair. In contrast, we focus on exploiting several
term relevance features to select the candidate expansion terms
for query expansion and use a simple retrieval model.

People usually search microblog posts for real-time informa-

tion need [2], therefore incorporating temporal property of terms
with the query expansion approach improving the performance
of microblog retrieval [7], [8], [15]. Miyanishi et al. [8] proposed
a time-based query expansion (QE) method that can handle the
recency and temporal variation according to the topic’s tempo-
ral variation. In another work [16], they proposed a two-stage
PRF model using manual tweet selection to improve the initial
retrieval results and integrated the lexical and temporal evidence
into the model. Massoudi et al. [17] proposed a dynamic query
expansion model, where they showed that temporally closer terms
in response to query time are more effective for query expansion.
Rao and Lin [7] utilized the continuous hidden Markov model
(cHMM) to identify the bursty temporal clusters where tweets
in the bursty states were selected for query expansion. Wang et
al. [18] utilized both lexical and temporal expansions to improve
the performance of the query expansion model.

Topic modeling is employed by some researchers to uncover
hidden topics within tweets and utilized it for query expan-
sion [4], [17], [19]. However, conventional topic models such
as latent Dirichlet allocation (LDA) [20] and probabilistic latent
semantic analysis (PLSA) [21], [22] suffer from the severe data
sparsity problem due to the lack of word frequency and con-
textual information in tweets. To alleviate this problem, Yan et
al. [23] proposed a biterm topic model (BTM) where the topics
are learned over tweets by directly modeling the generation of
biterms in the given corpus. Besides, microblog users tend to use
entities in their queries to express their information need. Con-
sidering this fact, Fan et al. [24] leveraged the rich entity infor-
mation in twitter in their proposed feedback entity model and in-
corporated it into an adaptive language modeling framework to
enhance the performance of microblog search. In this direction,
#hashtag is considered as a user-generated entity and used for
query expansion [25].

More recently, term co-occurrence based embeddings such as
word2vec [26] and GloVe [27] were investigated to enhance the
performance of the IR system [28], [29], [30]. Since the objec-
tive of query expansion is to expand the query with semantically
relevant terms, some researchers leveraged word embeddings to
improve the QE performance in Web search [12], [31], [32], [33],
[34].

Along with this direction, deep learning models such as con-
volutional neural network (CNN) [35], [36] and long short-term
memory (LSTM) [37], [38] model have achieved significant im-
provements in document modeling. Though CNN is able to learn
local response from temporal or spatial data, it has the limitation
of learning sequential correlations. To overcome this limitation,
some researchers used the combination of CNN and LSTM called
C-LSTM [39], [40] to capture the benefits of both architectures.

In Web search, learning-to-rank (L2R) methods had been used
by several researchers [9], [10], [41], [42] to rank the candi-
date expansion terms. In addition, supervised feature selec-
tion approaches based on learning-to-rank algorithm [10], [43]
and elastic-net regularization method [11] were employed by re-
searchers to select the effective set of features.

In summary, we propose several novel techniques for query
expansion that pose major differences between the existing work
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and our proposed work. We propose a query expansion (QE)
framework for microblog retrieval, where supervised learning is
employed for selecting expansion terms. To improve the initial
baseline retrieval, we propose a topic modeling based query ex-
pansion (TMQE) technique. The next difference is the source of
expansion terms. Instead of obtaining expansion terms only from
top-ranked tweets as does PRF, we introduce a temporal related-
ness approach based on C-LSTM for candidate tweet selection.
Finally, we devise several new term relevance features by lever-
aging the temporal, word embedding, and sentiment association
of candidate term and query terms.

3. Proposed Query Expansion Framework

In this section, we describe the details of our proposed query
expansion (ProposedQE) method. The goal of our query expan-
sion technique is to alleviate the vocabulary mismatch problem by
expanding the query with relevant terms, which in turn satisfy the
users’ information needs by retrieving more relevant tweets. We
depict the overview of our proposed framework in Fig. 1. With-
out the retrieval model, the rest of the parts are decomposed into
Stage 1 and Stage 2, where Stage 1 is composed of Process 1 and
Process 2 and Stage 2 is composed of Process 3 to Process 7.

Given a query, first we fetch the top-H tweets by using the
baseline retrieval model. In Stage 1, we consider the top-K re-
trieved tweets to extract the expansion terms for improving the
baseline retrieval through our proposed topic modeling based
query expansion technique (see Fig. 1, Process 1). Then we refor-
mulate the original query with the top-M expansion terms (see
Fig. 1, Process 2) and fetch the top-H tweets again. After that,
these tweets are fed into Stage 2, where we consider the top-L
retrieved tweets and our candidate tweets selection approaches
(PRF and Temporal relatedness) effectively selects two sets of
candidate tweets that seem to be relevant to the query (see Fig. 1,

Fig. 1 Proposed query expansion (ProposedQE) framework.

Process 3). Once the candidate tweets are selected, we generate
the pool of candidate terms through some filtering processes from
each candidate tweet set (see Fig. 1, Process 4). To estimate the
relevance of each term, we extract several effective features in the
feature extraction stage. The features are broadly grouped into
five different categories, including lexical and term distribution
based features, twitter specific features, temporal features, senti-
ment aware features, and embedding based features (see Fig. 1,
Process 5). We make use of the MinMax normalization technique
for scaling the feature values. To select the best set of features, we
utilize a supervised feature selection method based on elastic-net

regularization. Next, we make use of the random forest as a fea-
ture weighting scheme to estimate the importance of the selected
features (see Fig. 1, Process 5). As for ranking terms, we design a
linear learning-to-rank (L2R) model with the aid of feature values
and their importance weight (see Fig. 1, Process 5). We apply the
reciprocal rank fusion technique for combining the ranked terms
from PRF and temporal relatedness (TR) approaches to generate
the single ranked list of terms (see Fig. 1, Process 6). Finally,
we select the top-N expansion terms to reformulate the original
query (see Fig. 1, Process 7) and fetch the top-H tweets that are
sent to the user.

3.1 Retrieval Model
We use the language model with Dirichlet smoothing [44] to

retrieve the tweets. In the language modeling approach, each
tweet in the corpus is generated by a probability distribution over
the terms in the vocabulary. Given a query Q, a tweet D is ranked
by the likelihood of its corresponding language model as follows:

fLM(Q,D) = P(D|Q) ∝ P(Q|D) · P(D)
Rank
= P(Q|D) (1)

Assuming uniform priors over tweets and term independence:

c© 2019 Information Processing Society of Japan



Electronic Preprint for Journal of Information Processing Vol.27

P(Q|D) =
|Q|∏

i=1

P(wi|D)

where |Q| is the number of words in the query. Using multinomial
language models, the maximum likelihood estimator of P(w|D) is
defined as follows:

Pml(w|D) =
n(w|D)
|D|

When the query word w does not occur in the tweet D that means,
n(w|D) is zero, the maximum likelihood estimate of P(w|D) be-
comes zero and eventually P(Q|D) will be zero. To mitigate this
problem, Dirichlet smoothed language model defined as follows:

P(w|D) =
|D|
|D| + μPml(w|D) +

μ

|D| + μP(w|W)

where P(w|W) is the collections language model and μ is the
Dirichlet prior.

3.2 Topic Modeling Based Query Expansion
Documents are modeled as a mixture of topics, where a topic

is a probability distribution over words. Topics underlying within
short texts (e.g., tweets) may be an important piece of information
to distill its content. However, conventional topic models (e.g.,
latent Dirichlet allocation (LDA) [20] and probabilistic latent se-
mantic analysis (PLSA) [21]) may not work well in this context.
Due to the lack of word frequency and context information, these
models suffer from the severe data sparsity problem.

We propose a topic modeling based query expansion (TMQE)
which adopt the biterm topic model (BTM) [23] to tackle the data
sparsity problem and generate more coherent topics from a set of
tweets. The basic idea of BTM is to learn topics over tweets by
directly modeling the generation of biterms in the given corpus.
A biterm indicates an unordered word-pair co-occurred in a short
context, where the short context refers to a proper text window
containing meaningful word co-occurrences. Since top retrieved
tweets are more specific to a particular query, we locally train the
BTM model with the top retrieved tweets to perform the query-
specific training in our TMQE approach.

To detect the candidate expansion terms, we propose the Al-
gorithm 1 (TMQE), where the input is a set of top-K tweets,
K = {D1,D2, . . . ,DK} and the output is a set of candidate ex-
pansion terms, M. At first, we initialize the candidate expansion
term set, M as empty. Next, we locally train the biterm topic

Algorithm 1: Topic Modeling based Query Expansion
(TMQE) Algorithm.

Input: A set of top-K tweets, K = {D1,D2, . . . ,DK}
Output: A set of candidate expansion terms, M

1 Initialize the candidate expansion term set, M = ∅
2 Locally train the biterm topic model with a set of top-K tweets

3 Extract the top-V topics and top-R relevant terms of each topic

4 Generate a distinct terms pool

5 Rank the terms based on their topic coverage

6 Select top-M terms to generate the candidate expansion term set, M

7 return M

model with the given set of top-K tweets. After that, we ex-
tract the top-V topics and top-R relevant terms of each topic.
These top relevant terms are the most representative terms of a
topic. However, as we train the biterm topic model with the top
retrieved tweets, some terms may represent more than one topic.
We hypothesize that terms which represent more than one topic
are more influential than others. Based on this hypothesis, after
generating a distinct terms pool from the extracted terms, we rank
them based on their topic coverage (i.e., terms that represent the
maximum number of topics get the highest rank). Finally, from
this ranked list of terms, we extract the top-M terms to generate
the candidate expansion term set, M that are linearly combined
with the original query as described in Section 3.10.

3.3 Candidate Tweets Selection
After performing the topic modeling based query expansion,

we utilize the expanded query to retrieve the top-H tweets by us-
ing the retrieval model discussed in Section 3.1. Our next goal
is to select the tweets that will provide a source of candidate ex-
pansion terms. To get the good expansion terms, it is therefore
necessary to select the more relevant tweets. In this regard, we
employ two approaches: (a) Pseudo-relevance feedback (PRF)
based approach and (b) Temporal relatedness (TR) approach. We
utilize the top-L tweets from the retrieved top-H tweets in these
approaches. Let L = {D1,D2, . . . ,DL} be the set of top-L tweets.
3.3.1 Pseudo-relevance Feedback (PRF) based Approach

The PRF approach assumes that top-ranked tweets based on
initial retrieval in response to the query are relevant. Because
terms available in these tweets have greater probabilities to re-
trieve relevant tweets within that particular topic. Based on this
hypothesis, we also select the top-X tweets from the retrieved
top-L tweets as the candidate tweets for selecting candidate ex-
pansion terms.
3.3.2 Temporal Relatedness (TR) Approach

In microblog, people usually search the information about no-
table events or issues. An important characteristic of notable
events is that they are actively discussed within a specific period
of time. For example, when the breakup news of the famous band
“White Stripes” was published on 2nd Feb. 2011, the topic was
discussed in twitter on a couple of days. After that, people lost in-
terest in this topic and discussion of the topic was reduced. From
this observation, we hypothesize that tweets that are posted in
the active temporal area may contain terms relevant to the query
“White Stripes breakup.”

We introduce a temporal relatedness (TR) approach by exploit-
ing the temporal distribution of retrieved top-L tweets to extract
the candidate tweets from the active temporal area. Each tweet
has an associated timestamp, which is its posting time on twit-
ter. Let T = {T1, T2, . . . ,TL} be the set of associated timestamps.
Based on the associated timestamp, we cluster these tweets into
different bins. Each bin corresponds to an hour-wise timestamp.
Therefore, the number of bins depends on the hour-wise time
span of the top-L tweets. Let Tb = {Tb1, Tb2, . . . ,Tbn} be the
set of temporal bins. We estimate the relatedness score of each
bin by using two different approaches: (a) Deep learning based

approach and (b) Reciprocal rank based approach.
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In the first approach, we utilize a popular deep learning tech-
nique to estimate the relatedness score of each temporal bin,
whereas in the second approach we utilize the rank of the tweets
to estimate the bin score. Finally, we combine them both to esti-
mate the final relevance score of each bin.

We choose the deep learning methods in the first approach
because traditional bag-of-words based methods cannot perform
well due to the curse of dimensionality and the loss of word or-
der information. However, to estimate the relatedness score using
deep learning methods, it is required to represent tweets as mean-
ingful features. Therefore, for effective tweet representation, we
utilize the C-LSTM architecture. We consider each temporal bin
as a category and train the C-LSTM model to determine the tem-
poral bins that contain the most relevant tweets to the query.

While several variants of C-LSTM exist, we utilize the archi-
tecture proposed by Zhou et al. [39] for our purpose. In this archi-
tecture, the higher level representations of CNN are fed into the
LSTM to learn long-term dependencies. The CNN is constructed
on top of the pre-trained word vectors from large tweet corpus to
learn higher-level representations of n-grams. The feature maps
of CNN are then organized as sequential window features to serve
as the input of LSTM to learn sequential correlations from higher-
level sequence representations. The LSTM transition functions
are defined as follows:

it = σ(Wi · [ht−1, xt] + bi)

ft = σ(Wf · [ht−1, xt] + b f )

ut = φ(Wu · [ht−1, xt] + bu)

ct = ft � ct−1 + it � ut

ot = σ(Wo · [ht−1, xt] + bo)

ht = ot � tanh(ct)

where it, ft, ot, ut, ct, and ht denote the input gate, forget gate,
output gate, cell input activation, the cell state, and the current
hidden state, respectively, at the current time step t. The symbol
σ is the logistic sigmoid function to set the gating values in [0, 1].
φ is the hyperbolic tangent activation function that has an output
in [1,−1] and � is the element-wise multiplication.

At the last time step of LSTM, the output of the hidden state
is regarded as the tweet representation and passed to a fully con-
nected softmax layer on top. The output of the softmax layer is
the probability distribution over all the categories. We consider
cross-entropy as the loss function and train the model by mini-
mizing the error, which is defined as:

E(x(i), y(i)) =
k∑

j=1

1{y(i) = j} log(y∼(i)
j )

where x(i) is the training sample with its true label y(i). y∼(i)
j is the

estimated probability in [0, 1] for each label j. 1{condition} is an
indicator which is 1 if true and 0 otherwise. To learn the model
parameter, we utilize the stochastic gradient descent (SGD) and
adopt the Adam optimizer [45].

After completion of the model training, we pass the original
query to that model and get the relevance score of all the tempo-
ral bins. We renamed this relevance score as semantic similarity
(SemSim) score.

In the second approach, we utilize the rank of each tweet based
on the initial retrieved result to estimate the score of each bin. We
hypothesize that the bin which contains more top-ranked tweets
will be related to the query.

We combine both approaches to compute the final relevance
score of each temporal bin as follows:

RST (Tbi) = SemSim(Q, Tbi) +
∑

Dj∈Tbi

1
rankDj

where rankDj is the rank of the tweet in the initial retrieved re-
sult, the first component defines the semantic similarity based on
C-LSTM, and the second component estimates the bin’s score
based on tweets rank.

Finally, to select the candidate tweets, we rank all the temporal
bins based on the RST score and select the top-Y bins. Then, we
take the top-ranked tweets (based on initial retrieved result) from
each of the selected bins to construct the candidate tweet set.

3.4 Terms Pool Generation
Once the candidate tweets are selected by using the approaches

described in Section 3.3, we generate the pool of candidate terms
for each candidate tweet set. In this regard, we tokenize the tweets
and remove all the available stopwords. Finally, the pool contains
all the unique terms available in the selected tweets. In order to
select the effective expansion terms, we need to rank these terms.
To achieve this goal, we extract several term relevance features
that are presented next.

3.5 Feature Extraction for Candidate Terms
After generating the candidate terms pool from each of the

two candidate tweet sets, we extract a set of 25 features for se-
lecting a good set of candidate expansion terms. These fea-
tures are grouped into 5 different categories. We utilize the
top-L retrieved tweets to estimate the embedding based features
and the first 3 temporal features, whereas to estimate the rest
of the features, we only utilize the selected candidate tweets.
Let CT = {C1,C2, . . . ,Cm} be the set of candidate terms and
DT = {D1,D2, . . . ,Dn} be the set of candidate tweets. Hence,
the feature extraction processes of each candidate term C are de-
scribed next.
3.5.1 Lexical and Term Distribution Based Features

We extract 12 lexical and term distribution based features,
where the first six features are document frequency (DF), inverse
document frequency (IDF), TF-IDF, inverse corpus frequency
(ICF), linearly discounted IDF [46], and Okapi BM25 [47]. We
also extract the co-occurrence based term weighting features in-
cluding co-occurrence with single query term and co-occurrence
with the pair of query terms, proposed by Cao et al. [9].

However, there is a chance that terms frequently co-occur with
most of the query terms tend to discriminate poorly between the
relevant and non-relevant documents or tweets [48]. Considering
this fact, we devise two co-occurrence based features which favor
the candidate term co-occur with the minimum number of query
terms. Therefore, given a query Q, the score of the candidate
term, C is estimated with the aid of the inverse exponential func-
tion of the number of query terms occur in the tweet, where the
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candidate term also occurs. The weight is the sum of its scores
over all the candidate tweets as follows:

fTCF(C,Q,DT ) =
∑

D∈DT :C∈D
e−MQT

where MQT = |qi ∈ Q : qi ∈ D ∩C ∈ D| is the number of query
terms available in the tweet D which also contains the candidate
term, C and MQT � 0. Along with this direction, we also utilize
a variant of this feature as follows:

fTCFV(C,Q,DT ) = e−
∑

D∈DT :C∈D MQT

Average Tweet Length (ATL) Feature: Intuitively, a longer
tweet may be able to carry more information. From this intu-
ition, we extract the average tweet length feature for a candidate
term. To estimate this feature, we consider those tweets in the
candidate tweet set, DT that contains the candidate term, C and
estimate this feature as follows:

fATL(C,DT ) =
1

|D ∈ DT : C ∈ D|
∑

D∈DT :C∈D
len(D)

where |D ∈ DT : C ∈ D| denotes the number of tweets that con-
tain the candidate term, C and len(D) is the tweet length. We
estimate the tweet length by counting the number of terms it con-
tains.

Parts-of-Speech (POS) Feature: To estimate the informative-
ness of a candidate term, we intend to distill its POS information.
We hypothesize that a candidate term is important if its POS is
either a noun or adjective. Our POS feature is a binary feature
that is assigned to 1 if the candidate term’s POS is either a noun
or adjective and 0 otherwise.

fPOS(C) =

⎧⎪⎪⎨⎪⎪⎩
1, if POS(C) ∈ PL

0, otherwise

where PL = {Noun, Adjective}
3.5.2 Twitter Specific Features

Twitter has some special characteristics. One of them is a hash-
tag, which is very popular among the users. A twitter hashtag is
a type of metadata tag that highlights the important topic or event
on twitter. We extract two features based on the hashtag to rank
the candidate terms.

Hashtag (HT) Feature: Since a hashtag highlights the impor-
tant topic or event on twitter, the candidate term which is used as
the hashtag might have some importance. Based on this intuition,
we define our binary hashtag feature that is assigned to 1 if the
candidate term is a #Hashtag and 0 otherwise.

fHT(C) =

⎧⎪⎪⎨⎪⎪⎩
1, if the candidate term C is a #Hashtag
0, otherwise

Hashtag Popularity (HTP) Feature: Besides the binary hash-
tag feature, we also extract a feature based on hashtag popularity.
For a given candidate term C, the hashtag popularity feature is
estimated as follows:

fHTP(C,DT ) = e
∑

#Ht∈DT :C∈#Ht TF(#Ht)

where TF(#Ht) is the frequency of the hashtag among the candi-
date tweets DT that contains the candidate term.

3.5.3 Temporal Features
Since users usually search for real-time news and events infor-

mation in microblog, temporal information needs to be consid-
ered for effective information retrieval in the microblog. To ex-
tract the temporal aspect of candidate terms, we extract our pro-
posed temporal features such as time series similarity and tempo-
ral distance by leveraging the temporal correlation of candidate
term and query terms.

Maximum Time Series Similarity: To estimate the maximum
time series similarity (MaxTSS) feature, we apply a similar kind
of temporal binning process described in Section 3.3.2. However,
instead of hour-wise temporal binning, we cluster the top-L re-
trieved tweets into 15min-wise temporal bins. We hypothesize
that terms that occur in similar temporal bins would be relevant
to each other. In this regard, we utilize the word-occurrence dis-
tribution of each of the candidate and query terms in the temporal
bins to approximate its time series. Then, we estimate the similar-
ity measure of two time series generated for two terms to quantify
the temporal relatedness between them.

To illustrate this hypothesis, a sample of time series curves
from two instances “BBC” and “Language” are shown in Fig. 2.
Here, X-axis denotes the temporal bins and Y-axis denotes the
frequency of these terms labeled as word intensity in the respec-
tive temporal bins. We see that both curves have fluctuated in the
similar temporal regions, which in turn deduce their relatedness.

On the basis of the time series of candidate term and each of
the query term, we estimate the maximum time series similarity
(MaxTSS) feature as follows:

fMaxTSS(C,Q) = max
qi∈Q

dCor (TC , Tqi )

where TC denotes the time series of the candidate term C, Tqi de-
notes the time series of the query term qi, and dCor is the distance
correlation function [49]. The dCor of TC and Tqi is obtained by
dividing their distance covariance (dCov) by the product of their
distance standard deviations as follows:

dCor(TC , Tqi ) =
dCov (TC ,Tqi )√

dVar (TC) · dVar (Tqi )

where dVar is the distance variance. If the dCor value is closed
to 1, it indicates that two time series are nearly similar. Whereas
they are dissimilar if the dCor value is closed to 0.

Along with this direction, we also proposed the following two
features named as minimum time series similarity (MinTSS) and

Fig. 2 Time series representation of two sample terms.
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mean time series similarity (MeanTSS), which are the variants of
maximum time series similarity (MaxTSS) feature.

Minimum Time Series Similarity: We estimate the minimum
time series similarity (MinTSS) as a feature based on the time se-
ries of candidate term and query terms as follows:

fMinTSS(C,Q) = min
qi∈Q

dCor (TC ,Tqi )

Mean Time Series Similarity: We also estimate the mean
time series similarity (MeanTSS) as a feature based on the time
series of candidate term and query terms as follows:

fMeanTSS(C,Q) =
1
|Q|
∑

qi∈Q
dCor (TC ,Tqi )

Temporal Distance Feature: We hypothesize that if the can-
didate term and query are temporally close, it is more likely that
they are relevant. Based on this hypothesis, we define a temporal
distance feature based on the temporal vicinity of the query time
and the candidate tweet time having candidate term. The weight
of the term is obtained by summing its scores over all the candi-
date tweets with the aid of exponential score function. We also
utilize the rank of the candidate tweet and IDF score of the term.
Therefore, we estimate the temporal distance feature as follows:

fTD(C,Q,DT ) =
∑

D∈DT :C∈D

1
rankD

· δe−δ·log |QTime−DTime | · IDF (C)

where QTime is the query time, DTime is the candidate tweet time
that contains the candidate term C, rankD is the rank of the candi-
date tweet D, and IDF (C) is the inverse document frequency of
the candidate term C in the candidate tweets. The rate parameter,
δ is set to 0.001.

Minimum Temporal Distance Feature: Instead of summing
score over all the candidate tweets, we also estimate the mini-
mum temporal difference between the query time and the candi-
date tweet time having the candidate term. Therefore, we esti-
mate the feature as follows:

fMTD(C,Q,DT ) =
1

rankD
· δe−δ·MinTD · IDF (C)

where rankD is the rank of the candidate tweet D, which has the
minimum time difference with respect to the query time and

MinTD = min
D∈DT :C∈D

(
log |QTime − DTime|

)

3.5.4 Sentiment Aware Features
As notable events are usually sentiment sensitive and tweets

reflect people’s opinions and attitudes, therefore it is important to
extract the sentiment aspect of candidate terms. In this regard; we
introduce two sentiment aware features by utilizing the sentiment
of the candidate term and query.

Sentiment Polarity (SP) Feature: To reward the sentimen-
tally sensitive candidate terms, we propose a binary sentiment
polarity (SP) feature that is assigned to 1 if the candidate term, C

has the positive or negative sentiment polarity and 0 otherwise.

fSP(C) =

⎧⎪⎪⎨⎪⎪⎩
1, if C has the sentiment polarity
0, otherwise

Sentiment Match (SM) Feature: To reward the candidate
terms that are sentimentally identical to the query, we propose a
sentiment match (SM) feature based on the query sentiment and
candidate term’s sentiment. Our sentiment match feature is a bi-
nary feature that is assigned to 1 if the sentiment of the candidate
term and query are identical and 0 otherwise.

fSM(C,Q) =

⎧⎪⎪⎨⎪⎪⎩
1, if Cs = Qs

0, otherwise

where Cs and Qs denote the sentiment polarity of the candidate
term and query, respectively.
3.5.5 Embedding Based Features

A word embedding is a mapping that associates words occur-
ring in a collection to a vector in Rn, where n is significantly lower
than the size of the vocabulary of the document collection [33]. If
we consider two words A and B, then the distance between these
words in the embedding space indicate a quantitative semantic
relatedness between them. Therefore, to estimate the semantic
relatedness of a candidate expansion term with the query terms,
we introduce four features by leveraging word embedding. We lo-

cally train the word2vec *2 model proposed by Mikolov et al. [26]
with the top-L retrieved tweets to get the word vector representa-
tion.

Mean Cosine Similarity: We estimate the mean cosine simi-
larity (MeanCosSim) score based on the word vector representa-
tion of the candidate term, C and all the query terms in the em-
bedding space, as follows:

fMeanCosSim(C,Q) =
1
|Q|
∑

qi∈Q

�C · �qi

Maximum Cosine Similarity: We estimate the maximum co-
sine similarity (MaxCosSim) score based on the word vector rep-
resentation of the candidate term, C and all the query terms in the
embedding space, as follows:

fMaxCosSim(C,Q) =
1
|Q|max

qi∈Q
( �C · �qi)

Minimum Cosine Similarity: We also estimate the minimum
cosine similarity (MinCosSim) score based on the word vector
representation of the candidate term, C and all the query terms in
the embedding space, as follows:

fMinCosSim(C,Q) =
1
|Q|min

qi∈Q
( �C · �qi)

Linearly Discounted Score: Instead of using the similarity
score, here we utilize the rank position of the candidate term in
each of the query term’s embedding space. In this regard, we
extract the top-ranked 1,000 most similar words based on co-
sine similarity for each of the query terms by utilizing the lo-

cally trained word2vec model. We then estimate the linearly dis-
counted score between the candidate term, C and all the query
terms as follows:

fLDS(C,Q) =
1
|Q|
∑

qi∈Q
frank(C, TWqi )

where

*2 word2vec (https://code.google.com/p/word2vec/)
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frank(C, TWqi ) =

⎧⎪⎪⎨⎪⎪⎩
1

rankC
, if C ∈ TWqi

0, otherwise

where TWqi is the set of top 1,000 most similar words of the query
term qi and rankC is the rank of the candidate term that appears
in the TWqi . The value of the function, frank will be increasingly
reduced if the candidate term C appears in the lower rank of the
most similar word set TWqi and is set to 0 otherwise.

3.6 Term Labeling Strategies
To rank the candidate terms in a supervised manner, it is nec-

essary to assign the label of the terms such as relevant or non-
relevant. Intuitively, given a query, a good expansion term im-
proves the retrieval performance while combining with the orig-
inal query terms, whereas a bad expansion term hurts the perfor-
mance [10].

Therefore, to estimate the label of each candidate term, we con-
sider the retrieval performance by adding this term to the original
query. If the retrieval performance increases, that means the term
has a positive impact on retrieval (i.e., relevant term) and we as-
sign 1 to it as its label and 0 otherwise. Suppose eval(Q) and
eval(Q ∪ C) are the performance evaluation of the original query
and expanded query with the candidate term C, respectively. We
estimate the performance difference due to the expansion term, C

and the relevance label (RL) for the candidate term is assigned as
follows:

RL(C) =

⎧⎪⎪⎨⎪⎪⎩
1, if Diff (C) > 0
0, otherwise

where

Diff (C) = eval (Q ∪C) − eval (Q)

We use the precision@30 (P@30) as the evaluation measure to
estimate the eval (Q ∪C) and eval (Q).

3.7 Supervised Feature Selection
Feature selection is the process of selecting the most rele-

vant features to enhance the performance of the predictive model.
To improve the performance of our candidate term selection ap-
proach in our proposed query expansion framework, we employ
the elastic-net regularized regression [11], [50] as a supervised
feature selection (SFS) method that selects the best set of features
through eliminating the irrelevant features.

3.8 Ranking Model for Candidate Terms
We employ a linear learning-to-rank (L2R) model to estimate

the relevance score of each candidate term. For a given query
Q and a candidate term C, the term relevance score value, rsv is
estimated as follows:

rsv(Q,C) =

∑N f

i=1 λi fi(Q,C)
∑N f

i=1 λi

(2)

where fi(Q,C) is the feature function, Nf is the number of fea-
tures, and λi is the model parameter. To set this model parameter
λi, we make use of one state-of-the-art machine learning model
named as random forest. We estimate the MeanDecreaseGini, a

measure of variable importance in random forest model. The Gini

impurity value for the two descendant nodes is less than the par-
ent node every time a split of a node occurred on a certain feature
f . The importance score of each feature is estimated by summing
up the Gini decreases for each individual feature over all trees in
the forest [51]. We use this importance score of each feature to
set the model parameter, λi.

3.9 Combining the Ranked Terms
Once we get the ranked candidate terms that are generated from

PRF approach and temporal relatedness (TR) approach based
candidate tweet sets, we adopt the reciprocal rank fusion (RRF)
method [52] in our system. The RRF method combines these two
rankings of candidate terms to generate a single rank list of terms,
with the aim of improving over the performance of individual
ranking. To achieve this, RRF sorts the candidate terms based
on a naive scoring function. For a given set of candidate terms,
CT to be ranked and a set of term rankings RT , each a permuta-
tion on 1 · · · |CT |, RRFscore of each candidate term is estimated as
follows:

RRFscore(C ∈ CT ) =
∑

r∈RT

1
γ + r(C)

(3)

where r(C) is the rank of the candidate term, C and the constant γ
is used to alleviate the impact of high rankings by outlier systems.

Based on the RRFscore, we sort the candidate expansion terms
and get the final rank list. Finally, from this ranked list, we extract
the top-N terms as candidate expansion terms that are linearly
combined with the original query terms as described in the next
subsection.

3.10 Query Reformulation
Once the expansion terms are selected, we estimate the ex-

panded query likelihood model P(QExpanded|D) as a linear com-
bination of the two respective query likelihoods, one for the orig-
inal query and the other for the expansion terms. Therefore, the
expanded query likelihood model is obtained by:

P(QExpanded|D) = α · P(QOriginal|D) + (1 − α) · P(QExpTerms|D)

(4)

where P(QOriginal|D) is the query likelihood model based on the
original query, P(QExpTerms|D) is the query likelihood model based
on the expansion terms, and α is the anchoring weight parameter.
The expanded query likelihood model P(QExpanded|D) is then used
instead of P(Q|D) in Eq. (1) in Section 3.1 to retrieve the tweets.

4. Experiments and Evaluation

4.1 Experimental Setup
Dataset Collection: In order to assess our proposed query ex-

pansion (ProposedQE) method, we made use of publicly avail-
able Tweets2011 *3 corpus used in the TREC Microblog 2011
(TMB2011) [3] and 2012 (TMB2012) [53] tracks. The collection
consisted of approximately 16 million tweets sampled from twit-
ter over a period spanning from January 23, 2011 to February 7,

*3 http://trec.nist.gov/data/tweets/
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2011 (inclusive). Popular events that happened during this pe-
riod include democracy revolution in Egypt, US superbowl, BBC
service cut, and so on. As Twitter’s terms of service forbid the
redistribution of tweets, TREC organizers provided a streaming
API to crawl the corpus. Using this official TREC Microblog
API [3], we generated our local Tweets2011 corpus. There are
50 timestamped topics released for the TMB2011 track and 60
timestamped topics released for the TMB2012 track. The asso-
ciated relevance judgments of tweets provided by the organizers
for these query topics consisted of three relevance levels, includ-
ing irrelevant (labeled 0), relevant (labeled 1), and highly relevant
(labeled 2). In TMB2011 query set; 49 queries have at least one
relevant or highly relevant tweet and 33 queries have at least one
highly relevant tweet. On the other hand, in TMB2012 query
set; 59 queries have at least one relevant or highly relevant tweet
and 56 queries have at least one highly relevant tweet. We eval-
uated our proposed method in descending order of relevance for
both allrel and highrel relevance criteria. In Allrel relevance cri-
teria, both relevant and highly relevant tweets are considered as
relevant, whereas only highly relevant tweets are considered as
relevant in highrel relevance criteria. The basic statistics of the
query sets and relevance judgments are shown in Table 1.

Each tweet document is composed of tweet id, tweet time,
and tweet text; whereas each query topic is composed of
query number, query text, query time, and query tweet time. An
example query is shown in Fig. 3. The query number is enclosed
by the num tag; whereas the query text is enclosed by the title tag.
The querytime tag defines the timestamp of the query in ISO for-
mat. The querytweettime defines the ID of the tweet which times-
tamp defines the query timestamp. Therefore, tweets whose IDs’
are not greater than this ID need to be considered for this query.

Data Preprocessing: The preprocessing step is initiated with
a filtering process that refines the crawled corpus based on non-
English tweet removal, retweet removal, and future tweet re-
moval. Even though twitter is a multilingual microblog service,
only English tweets were judged as relevant in this research.
Therefore, a language detection library *4 was applied to remove
the non-English tweet from the corpus. In addition, retweets
were eliminated from the corpus as they are just the identical

Table 1 The statistics of TMB2011-12 query sets and relevance judgments.

Category TMB2011 TMB2012

Number of Topics 50 60
Number of Annotated Tweets 40,855 73,073
Number of Annotated Nonrel Tweets 37,991 66,787
Number of Annotated Allrel Tweets 2,864 6,286
Number of Annotated Highrel Tweets 558 2,572

Fig. 3 Query sample.

*4 https://code.google.com/p/language-detection/

copy of other tweets and did not provide any additional infor-
mation. Tweets that start with the word “RT” were identified
as retweets. Moreover, tweets often contain non-standard word
forms and domain-specific entities. For example, people usually
use “Birrrtthhdaayy” instead of “Birthday,” “celebs” instead of
“celebrities,” “mktg” instead of “marketing,” etc. We utilized two
lexical normalization dictionaries collected from Refs. [54] and
[55] to normalize such non-standard words into their canonical
forms. All non-English characters were also removed from the
tweets. Along with this direction, future tweets were discarded
from the corpus for the individual query. All tweets that are
posted after the timestamp of the query were regarded as future
tweets. Throughout the experiments, we did not remove stop-
word due to the brevity of tweets except candidate terms pool
generation. We applied the Indri’s standard stoplist *5 for stop-
word removal.

Feature Importance Estimation: We employed a publicly
available package glmnet [56] for supervised feature selection us-
ing the elastic-net regularization method. The result of our su-
pervised feature selection process showed that Hashtag (HT) and
inverse corpus frequency (ICF) features are irrelevant.

Next, we made use of a publicly available package of random
forest [57] to estimate the importance of selected features. We
utilized this package to estimate the MeanDecreaseGini [51], a
measure of variable importance in the random forest model. A
ranked list of our selected features based on the importance score
is illustrated in Fig. 4, where our proposed features are boldfaced.

Among all the 23 selected features, our proposed W2V Maxi-
mum Cosine Similarity feature and Mean Time Series Similarity
feature ranked at position first and second, which demonstrated
the complementary importance of embedding based feature and

Fig. 4 Feature importance.

*5 https://www.lemurproject.org/stopwords/stoplist.dft
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temporal feature. However, other proposed temporal features
were ranked at the sixth, ninth, eleventh, and fifteenth position,
whereas other variants of embedding based features were ranked
at position fourteenth, twentieth, and twenty-first position, re-
spectively. Along with this direction, our proposed sentiment fea-
tures were ranked at the seventh and eighteenth position, which
in turn deduce the importance of considering sentiments for se-
lecting good expansion terms. The rest of the proposed features
including term co-occurrence feature (TCF) and its variant TCFV
feature, average tweet length feature, POS feature, and hashtag
popularity feature were ranked at the third, tenth, sixteenth, sev-
enteenth, and twenty-third position, respectively. From this ob-
servation, we can deduce that our proposed features are effective
for selecting good expansion terms and can enhance the perfor-
mance of query expansion in microblog search.

Training and Testing L2R Model: For candidate term rank-
ing, we applied a linear learning-to-rank (L2R) model as stated in
Eq. (2). In this regard, we made use of a publicly available pack-
age of random forest [57] with no parameter tuning. To set the
model parameter λi in Eq. (2), we utilized the feature importance
scores (MeanDecreaseGini [51]) of our selected features obtained
from the random forest. In our settings, at first we trained on
TMB2011 queries to learn the feature importance score and test
on TMB2012 queries, and vice versa.

Parameters Setting: In the following, we describe the set of
parameters that we have used in our experiments. We utilized the
Lucene *6 framework to index our corpus and used the Lucene’s
implementation of query-likelihood (LMDirichletSimilarity) as
our retrieval model. In all of our experiments, the Dirichlet prior
smoothing parameter μ was set to 2,000 (see Section 3.1) and we
retrieved the top-H = 1,000 tweets.

For our topic modeling based query expansion (TMQE) ap-
proach, we utilized the top-K = 50 tweets retrieved by the re-
trieval model to locally train the BTM model. We empirically
extracted the top-V = 10 topics and top-R = 10 relevant terms
of each topic (see Algorithm 1). To select the optimal number
of feedback terms, we performed the grid search and the optimal
number of feedback terms was set as top-M = 3 for both the
TMB2011 and TMB2012 test set, respectively.

However, for the candidate tweet selection approach including
PRF and temporal relatedness (TR) based approach, we utilized
the top-L fetched tweets to extract the top-X and top-Y candi-
date tweets, respectively. We set top-L = 1,000 and the number
of candidate tweet was set to the typical value of 30 (i.e., top-
X = 30, and top-Y = 30). Because Miyanishi et al. [8] reported
that the performance is not sensitive when the number of candi-
date tweet is sufficiently large (i.e., � 30).

The C-LSTM model used in our temporal relatedness (TR) ap-
proach for candidate tweet selection was based on Theano [58]
and trained on a GPU to capture the benefit from the efficiency of
parallel computation of tensors. We performed hyper-parameter
optimization using a simple grid search. Our final C-LSTM
model contains one convolutional layer and one LSTM layer.
We utilized a word2vec model pre-trained on Tweets2011 cor-

*6 https://lucene.apache.org/core/

pus. We embedded the word2vec model in a 300-dimensional
space and used the skip-gram model with negative sampling. The
number of negative examples was set to 5, the width of the word-
context window i.e., window size was set to 8, and we discarded
the words that appear fewer than 2 times i.e., min count was set
to 2. Both the CNN layer and the LSTM layer were dropped
out with a probability of 0.2. L2 regularization with a factor of
0.0001 was applied to the weights in the softmax layer. During
the training, the number of class label was equal to the number of
temporal bins of each query.

Like the candidate tweet selection approach, we also utilized
the top-L = 1,000 retrieved tweets to estimate the embedding
based features and the time series based features. However, only
selected candidate tweets (i.e., top-X = 30 and top-Y = 30) were
used for other features. As already mentioned earlier, during the
estimation of embedding based features we locally trained the
word2vec model. We used the similar parameter settings that we
used in our C-LSTM model to locally train the word2vec model
except for the window size, which was set to 5 here. Moreover, to
compensate for the smaller corpus in the local word2vec model,
we performed the 20 iterations during the model training. To
identify the POS of each candidate expansion terms during the
estimation of POS feature, we utilized the CMU ARK POS tag-
ger [59]. Along with this direction, a publicly available package
SentiStrength [60] was applied to estimate the sentiment of candi-
date term and query during the estimation of sentiment aware fea-
tures. According to the recommendation by Cormack et al. [52],
we set the constant, γ in Eq. (3) as 60.

To select the optimal number of feedback terms, top-N in our
proposed query expansion (QE) method, we performed the grid
search based on both the TMB2011 and TMB2012 test collec-
tions. The optimal number of feedback terms was selected from
{5, 10, . . . , 50}. Another parameter in our method is the anchoring
parameter, α, that we used to combine the query likelihood mod-
els obtained from the expansion terms and original query terms
as shown in Eq. (4). To select the optimal value, we swept the pa-
rameter between {0.1, . . . , 0.9}. Unless otherwise stated, default
settings were used for the other parameters.

4.2 Results with Query Expansion
We now evaluate the retrieval effectiveness of our proposed

query expansion (ProposedQE) method. In this regard, we em-
ployed four evaluation measures, including precision at top 30
tweets (P@30), mean average precision (MAP), normalized dis-
counted cumulative gain at top 30 tweets (NDCG@30), and
R-Precision (R-Prec). Following the TREC microblog bench-
mark [3], we also considered P@30 as the primary evaluation
measure. We used a two-sided paired t-test at 95% confidence
level for statistical significance testing between two systems’ per-
formances, where † denotes the statistically significant at (p <

0.05). The summarized results of our experiments were presented
in Table 2 and Table 3, respectively.

At first, we showed the retrieval performance based on base-
line, which is Lucene’s implementation of query-likelihood
(LMDirichletSimilarity) model. Results based on two different
query expansion approaches were presented in the TMQE and
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Table 2 Performance (P@30, R-Prec, MAP, and NDCG@30; higher is better) on TMB2011 test set for
various experimental settings. The best results are highlighted in boldface. † indicates the statis-
tically significant difference between the baseline and each method at (p < 0.05).

Method
Allrel Highrel

P@30 R-Prec MAP NDCG@30 P@30 R-Prec MAP

Baseline 0.3483 0.3509 0.3050 0.4374 0.1253 0.2405 0.2378
TMQE 0.4537† 0.4209† 0.3921† 0.5147† 0.1707† 0.2389 0.2373

ProposedQE 0.5041† 0.4301† 0.4222† 0.5518† 0.1798† 0.2454 0.2554

Table 3 Performance (P@30, R-Prec, MAP, and NDCG@30; higher is better) on TMB2012 test set for
various experimental settings. Legend settings are identical to Table 2.

Method
Allrel Highrel

P@30 R-Prec MAP NDCG@30 P@30 R-Prec MAP

Baseline 0.2932 0.2354 0.1815 0.2862 0.1625 0.1845 0.1388
TMQE 0.4034† 0.3379† 0.2742† 0.3799† 0.2167† 0.2182† 0.1927†

ProposedQE 0.4723† 0.3615† 0.3064† 0.4315† 0.2435† 0.2391† 0.2102†

Fig. 5 Effect of the increasing number of candidate expansion terms, N on
TMB2011 and TMB2012 test set.

Fig. 6 Sensitivity of the ProposedQE method to anchoring parameter, α.

ProposedQE setting, respectively. In the TMQE setting, the topic
modeling based query expansion approach (discussed in Sec-
tion 3.2) was used to expand the query. The optimal number of
feedback terms, top-M was set to 3 and the anchoring parame-
ter, α was set to 0.6 by using grid search. Whereas, in the Pro-

posedQE setting, our proposed query expansion (QE) approach
was used to expand the query. The number of feedback terms for
our ProposedQE approach, top-N was set to 20. The sensitivity
of this choice depicted in Fig. 5. In addition, the sensitivity of
our ProposedQE method to the anchoring parameter α depicted
in Fig. 6. According to this figure, the ProposedQE method ob-
tained the best performance when α was set to 0.8 for both the

TMB2011 and TMB2012 test set. In our paper, we reported the
results based on these settings.

Results showed that both the TMQE and ProposedQE meth-
ods significantly (p < 0.05) outperform the baseline for the all-

rel relevant criteria in terms of all evaluation measures on both
TMB2011 and TMB2012 test set. Similarly, for the highrel cri-
teria, both methods significantly outperform the baseline in terms
of P@30 for the TMB2011 test set and in terms of all evalua-
tion measures for the TMB2012 test set. Though for the high-

rel criteria, the ProposedQE method obtained significantly in-
distinguishable performance for the TMB2011 test set in terms
of R-Prec and MAP measures, it outperforms the baseline by a
small margin. This observation validates the effectiveness of our
ProposedQE method for selecting good expansion terms to re-
formulate the query which in turn enhance the performance of
microblog retrieval.

Though our query expansion methodology leads to a better re-
sult, we performed the query-wise analysis to understand how
many queries are benefited by our system and how many are hurt.
Fig. 7 and Fig. 8 illustrated the query-wise improvement of our
ProposedQE method over the baseline for allrel relevant criteria
based on individual test queries of TMB2011 and TMB2012 test
set, respectively. According to these figures, it is observed that
our system obtained significant improvement by a large margin
for some of the queries and obtained the moderate improvement
for most of the queries. Whereas, for some other queries, the
improvement is relatively small. However, our system lags in 8
queries, where 2 queries are from TMB2011 and 6 queries are
from TMB2012 test set.

4.3 Feature Analysis
To understand the effectiveness of our several feature cate-

gories used for ranking candidate terms, including lexical and
term distribution based features, twitter specific features, tem-
poral features, sentiment aware features, and embedding based
features, we evaluated the performance of each group with a fea-
ture ablation study by utilizing the TMB2011 test collection. In
this regard, we removed one feature group each time and repeated
the experiment. Results of these experiments were illustrated in
Fig. 9.
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Fig. 7 Query-wise performance analysis (TMB2011 query set). The
increase(+)/decrease(-) of the P@30 of ProposedQE method com-
pared to the baseline.

Fig. 8 Query-wise performance analysis (TMB2012 query set). The
increase(+)/decrease(-) of the P@30 of ProposedQE method com-
pared to the baseline.

Fig. 9 P@G performance with different feature categories.

In Fig. 9, it can be observed that precision at top G tweets
(P@G) drops substantially for several feature categories. For the
simplicity of discussion, we considered G=30 (i.e., P@30) and
compared the difference in results while removing each feature
group. We have seen that when removing temporal features the
graph point drops to a large extent and the difference in results
with the all features group is statistically significant at (p < 0.05).
This deduced the importance of our proposed temporal features
for selecting temporally relevant effective expansion terms. We
also observed the significant (p < 0.05) decrease in the result
while removing our proposed embedding based features, which
revealed the importance of considering semantic relatedness be-

tween the query and candidate terms during the expansion terms
selection. Along with this direction, removing lexical and term
distribution based features also lead to a significant (p < 0.05)
decrease in precision, which deduced the importance of these tra-
ditional features. Similarly, the decrease in performance is sig-
nificant at (p < 0.05) when removing the sentiment aware fea-
tures, thus deduced the importance of considering sentiment as-
pect for good candidate terms selection. However, while remov-
ing the twitter specific feature, the performance decreases slightly
though the difference is not significant. This is because our twitter
specific feature cannot discriminate the good and bad expansion
terms effectively.

4.4 Comparison with Related Work
We compared the performance of our proposed query expan-

sion method (ProposedQE) with some of the competitive re-
lated methods including Chy et al. [11], Miyanishi et al. [8], Kuzi
et al. [12], Rao and Lin [7], Albishre et al. [4], Lavrenko and
Croft [13], and Rocchio et al. [14]. We implemented all of these
query expansion methods in our retrieval framework but Rao
and Lin [7] and Miyanishi et al. [8]. This is because similar to
our method, these two methods used the language model with
Dirichlet smoothing as the retrieval model. The results based on
the TREC Microblog 2011 and 2012 test collections were pre-
sented in Table 4 and Table 5, respectively.

From Table 4, the results showed the significant improvements
over all the query expansion methods (Refs. [4], [7], [11], [12],
[13], [14], and baseline) but Ref. [8], in terms of primary evalua-
tion measure P@30 for both the allrel and highrel criteria. Sim-
ilarly, from Table 5, the results showed the significant improve-
ments over all the methods (Refs. [4], [7], [11], [12], [13], [14],
and baseline). We also reported the comparison results in terms
of other evaluation measures.

Miyanishi et al. [8] proposed a time-based query expansion
(QE) method that can handle the recency and temporal variation
according to the topic’s temporal variation. Whereas Rao and
Lin [7] utilized the continuous hidden Markov model (cHMM) to
identify the bursty temporal clusters where tweets in the bursty
states were selected for query expansion. For scoring terms, they
only considered the query likelihood scores. But the above two
methods only consider the temporal aspect to select the candi-
date terms although some queries are temporally insensitive [11].
However, our proposed temporal relatedness approach for can-
didate tweets selection, recency, and time series based temporal
features effectively addressed the temporality of the query-term
pair. In addition, we have devised a rich set of lexical, em-
bedding, and sentiment aware features to estimate the term re-
latedness. Therefore, our method effective for both the tempo-
ral and non-temporal queries. Albishre et al. [4] combined the
lexical and latent Dirichlet allocation (LDA) based topical evi-
dence from pseudo-relevance feedback (PRF) into their discrim-
inative expansion approach to meet the user interests. However,
LDA might not work well to uncover the hidden topics from the
noisy short texts like tweets [23]. In contrast, we have utilized
the biterm topic model (BTM) [23] in our proposed framework,
which is effective for modeling topics in tweets. Chy et al. [11]
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Table 4 Comparative performance (P@30, MAP, and NDCG@30; higher is better) with other methods
on TMB2011 test set. The best results are highlighted in boldface. † indicates the statistically
significant difference between our proposed method (ProposedQE) and the other methods at
(p < 0.05).

Method
Allrel Highrel

P@30 MAP NDCG@30 P@30 MAP

Baseline 0.3483† 0.3050† 0.4374† 0.1253† 0.2378

Albishre et al. [4] (ACSW,17) 0.3605† 0.3069† 0.5444 0.0782† 0.1283†
Rocchio et al. [14] 0.3891† 0.3703† 0.4693† 0.1131† 0.2178
Kuzi et al. (W2V Centroid) [12] (CIKM,16) 0.4122† 0.3770† 0.4975† 0.1313† 0.2521
Chy et al. [11] (IEICE TOIS,17) 0.4143† 0.3750† 0.4819† 0.1455† 0.2251
LSIQE [22] 0.4204† 0.3599† 0.4747† 0.1404† 0.2220
Lavrenko and Croft (RM3) [13] (SIGIR,01) 0.4286† 0.3812† 0.4896† 0.1404† 0.2534
Rao and Lin [7] (ICTIR,16) 0.4388† 0.4024 - - -
Miyanishi et al. [8] (ECIR,13) 0.4830 0.2741† - - -

Our Proposed Method (ProposedQE) 0.5041 0.4222 0.5518 0.1798 0.2554

Table 5 Comparative performance (P@30, MAP, and NDCG@30; higher is better) with other methods
on TMB2012 test set. Legend settings are identical to Table 4.

Method
Allrel Highrel

P@30 MAP NDCG@30 P@30 MAP

Baseline 0.2932† 0.1815† 0.2862† 0.1625† 0.1388†

Albishre et al. [4] (ACSW,17) 0.3232† 0.2002† 0.4623 0.1740† 0.1544†
Rao and Lin [7] (ICTIR,16) 0.3514† 0.2325† - - -
LSIQE [22] 0.3638† 0.2421† 0.3414† 0.2054† 0.1687†
Rocchio et al. [14] 0.3667† 0.2265† 0.3591† 0.2113 0.1828†
Chy et al. [11] (IEICE TOIS,17) 0.3751† 0.2718† 0.3630† 0.1923† 0.1860†
Kuzi et al. (W2V Centroid) [12] (CIKM,16) 0.3797† 0.2567† 0.3558† 0.1970† 0.1779†
Lavrenko and Croft (RM3) [13] (SIGIR,01) 0.4068† 0.2658† 0.3709† 0.2101† 0.1845†

Our Proposed Method (ProposedQE) 0.4723 0.3064 0.4315 0.2435 0.2102

proposed a three-stage query expansion technique. They utilized
the pseudo-relevant tweets at the first stage, made use of Web
search results at the second stage, and extracted hashtags relevant
to the query at the third stage. For weighting terms, they used
the IDF-score of each term. However, only the IDF-score based
term scoring method might induce irrelevant rare terms from the
noisy tweet contexts. In contrast, we have utilized several term
weighting schemes under the supervised manner to quantify the
term relatedness without utilizing any external resources such as
Web search results. Therefore, our method effectively eliminates
the irrelevant terms during the candidate terms selection and ob-
tained better result compared to Ref. [11]. Kuzi et al. [12] lever-
aged the centroid-based representation of the embedding vectors
of the query terms to select the semantically related candidate
terms for query expansion. However, our embedding based fea-
tures effectively estimate the semantic relatedness between the
candidate terms and query.

Along with this direction, we employed a query expan-
sion strategy for comparison where latent semantic indexing
(LSI) [22], [61] was used to select the candidate terms. We de-
noted the experimental setting as LSIQE. The LSIQE procedure
was based on two steps: (i) dimensionality reduction of term-
by-tweet matrix generated from top retrieved PRF tweets by sin-
gular value decomposition (SVD) because similar terms tend to
be closer in lower dimensional space and (ii) estimate the cosine
similarity between the query vector and term-vector in the space
of terms. Based on the similarity score, candidate terms were
selected to expand the query.

Moreover, we compared the performance of our method
against the state-of-the-art PRF based query expansion mod-
els RM3 (Lavrenko and Croft [13]) and Rocchio (Rocchio et
al. [14]). The basic idea of RM3 is to estimate the relevance feed-
back using relevance models such as query likelihood. Previous
studies (e.g., Refs. [13], [62]) already demonstrated the robust-
ness of RM3 model against a number of state-of-the-art query ex-
pansion methods. On the other hand, the Rocchio [14] model in-
corporates the pseudo-relevant information into the vector space
model (VSM), where unique terms of the pseudo-relevant tweets
set are ranked in a descending order of their TF-IDF weights. In
summary, the results in Table 4 and Table 5 demonstrated the su-
periority of our method for selecting effective expansion terms
for query expansion in microblog retrieval.

4.5 Discussion
To demonstrate the effectiveness of our proposed temporal re-

latedness (TR) approach for candidate tweet selection, we com-
pared the performance of our ProposedQE method with and with-
out using this approach. The results were presented in Table 6
and Table 7 for the TMB2011 and TMB2012 test set, respec-
tively. It showed that excluding TR approach, the performance
decrease significantly (p < 0.05) in terms of P@30, MAP, and
NDCG@30 evaluation measures. Therefore, we can deduce that
our TR approach effectively selects the pseudo-relevant tweets
that boost the method with more relevant expansion terms. How-
ever, we also reported the results while excluding the PRF ap-
proach.
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Table 8 Examples of top-10 expansion terms extracted by our ProposedQE method and three other com-
petitive query expansion methods. Boldfaced terms are relevant to the respective query.

Original Query ProposedQE Lavrenko and Croft (RM3) [13] Rocchio et al. [14] Chy et al. [11]

2022 FIFA soccer
qatar cup world winter bl-
atter sepp president stadi-
ums tune changes

south dice winter 09 2010
summer se stvy #futbol world

11 cup blatter playing wo-
rld qatar sepp stvy winter
plans

11 play qatar world cup
governing move host mar
dec

The Daily
newspaper ipad corp lau-
nch finally rupert media
murdoch launches future

newspaper installed 01 02 sh-
ow 2011 privacy azeroth #apple
world

chest out free baked planet
allbritishsupermancasting i-
ntroduzione versicherungen
delphiusa andrewcsfan

ipad 2011 newspaper news
amp coffee latest world re-
porting charleston university

Egyptian evacuation

americans turkey embas-
sy travel military citizens
states united cairo volun-
tary

ohio updates foreign katrina
leak gas fire state detroit plan

centre cyclone cairo tcyasi
flight gas cairns leak yasi
begins

gas leak egypt feb citi-
zens libya evacuate show-
ing gaza border

Hugo Chavez
president venezuelan en-
emy #golf golf venezuelas
efe threatened seize bank

#freeve role office seek ye-
ars venezuela seguindo los se
bank

venezuelan president ven-
ezuelas marks seek term
third six dictator 12

boss office dictator egypt au-
thor crisis new president
venezuelan venezuela

Table 6 Performance comparison of our method with/without each candi-
date tweet selection approach (PRF and temporal relatedness (TR))
on TMB2011 test set. The best results are highlighted in boldface.
† indicates statistically significant difference at (p < 0.05) between
ProposedQE and other methods.

Method
Allrel

P@30 R-Prec MAP NDCG@30

ProposedQE 0.5041 0.4301 0.4222 0.5518
Without PRF 0.4578† 0.4105 0.4060 0.5296†
Without TR 0.4707† 0.4156 0.4117† 0.5265†

Table 7 Performance comparison of our method with/without each candi-
date tweet selection approach (PRF and temporal relatedness (TR))
on TMB2012 test set. Legend settings are identical to Table 6.

Method
Allrel

P@30 R-Prec MAP NDCG@30

ProposedQE 0.4723 0.3615 0.3064 0.4315
Without PRF 0.4192† 0.3483 0.2886† 0.3898†
Without TR 0.4147† 0.3431† 0.2860† 0.3841†

For qualitative analysis, we have enlisted four example queries
along with the top-10 candidate expansion terms extracted by
our ProposedQE method and three related methods including
RM3 [13], Rocchio [14], and the model proposed by Chy et
al. [11] in Table 8. Boldfaced terms are relevant to the respec-
tive query. The relevancy was estimated based on our term label-
ing strategies described in Section 3.6. The terms were ordered
by their rank score. As a specific example, if we took the query
“2022 FIFA soccer,” we see that eight out of ten extracted terms
by our ProposedQE method are relevant. On December 2010,
Qatar won the right to host the World cup, 2022. Due to the hot
weather of Qatar, later on January 25 2011, FIFA president Sepp
Blatter said that “2022 World Cup could be held at the end of
the year” that means during the winter. After that, lots of people
posted their opinions on twitter about this issue. Therefore, we
can deduce that extracted expansion terms by our ProposedQE

method are relevant to the query and can alleviate the vocabulary
mismatch problem effectively compared to other methods. This
observation validates the effectiveness of our proposed method.

5. Conclusion and Future Directions

In this paper, we presented a query expansion framework fo-

cusing on an ensemble of features to mitigate the vocabulary mis-
match problem in microblog retrieval. Upon improving the per-
formance of the baseline retrieval with our proposed topic model-
ing based query expansion, we introduced a temporal relatedness
approach based on C-LSTM, which effectively selects the candi-
date tweets from the temporal area where a query topic is actively
mentioned. We introduced several temporal features to estimate
the temporal association between a candidate expansion term and
query terms. We also proposed several embedding based features
to select the semantically related candidate term with respect to
the query terms. In addition, we also proposed and utilized some
lexical, twitter specific, and sentiment aware features to quan-
tify the relatedness of a candidate term. To select the best set of
features, we employed the elastic-net regularization as a super-
vised feature selection method. Based on the selected features,
a linear learning-to-rank (L2R) model was used to estimate the
relevance score of candidate terms. Experimental results on the
TREC microblog dataset demonstrated that our proposed method
outperformed some competitive query expansion methods.

In the future, we have a plan to explore more effective and
efficient ways to incorporate the temporal evidence in candidate
tweets and expansion term selection approach. Utilizing the user-
user correlation and geographical information would be another
direction for selecting good expansion terms. Moreover, we have
a plan to incorporate the microblog specific quality indicators
for estimating the quality of the candidate terms. To rank the
terms, we have limited our investigation to a linear learning-to-
rank (L2R) model. Future studies may investigate more efficient
and effective L2R algorithms for candidate term ranking.
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