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Abstract: In microtask crowdsourcing, low-quality workers damage the quality of work results. Therefore, if a sys-
tem automatically eliminates the low-quality workers, the requesters will obtain high-quality work results with low
wages. When we consider simple Human Intelligent Tasks (HITs), such as yes-no questions of a labeling task, the
requesters have difficulty assessing the worker quality only from the work results. Therefore, we need a method to
accurately predict the worker quality automatically from the behaviors of workers, such as working time and the num-
ber of clicks. When we accurately predict the worker quality, we are able to prepare many features from the worker
behaviors. However, when we submit simple HITs, we can capture only a small number of behaviors of workers, then
the accuracy of predicted worker quality will be low. To solve this issue, we propose a method to insert into the simple
task of obtaining many features of worker behaviors. We prepared a classification task of tweets as simple HITs. We
added a button to the work screen. The workers can browse the target tweets on the work screen during the time the
workers are pressing the button, but the workers cannot browse the target tweets when the workers have released the
button. Using this button, we can obtain six more kinds of features of worker behaviors. Using our method, we can
improve the recall ratio 12% of identifying low-quality workers. However, as the load of workers increases, then the
processing time becomes longer, and the motivation of workers decreases. From this result, we also discovered that
there is a trade-off between the number of obtained behaviors and the load of workers.
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1. Introduction

In microtask crowdsourcing, not all workers are able to pro-
duce results of the required quality. Moreover, some workers may
have malicious intent and insufficient knowledge about the work
to be done [1]. In this paper, worker quality is quantified as the
probability of a worker doing the work correctly. This definition
is followed by Refs. [2] and [3]. By hiring high-quality workers
and by eliminating or instructing low-quality workers, requesters
can reduce the number of inaccurate work results. Accordingly,
assessments of worker quality should be viewed as essential for
improving the quality of task results.

Here, we consider simple human intelligence tasks (HITs),
such as answering yes-no questions as annotations. In such HITs,
requesters find it difficult to determine the worker quality only
from their results. This is because the workers who correctly
select yes or no without browsing their work screens cannot be
distinguished from those who carefully select the options. More-
over, requesters cannot prepare correct answers if they have the
intention that only the workers should decide the results and the
requesters do not want to bias the results.

To solve this problem, researchers have proposed several meth-
ods that measure worker behaviors, such as working time and
number of clicks, for predicting their quality [4], [5], [6], [7].
The systems embodying these approaches automatically obtain
worker behaviors on their work screens and estimate worker qual-
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ity by using machine learning. The research has mainly focused
on methods to analyze behaviors, rather than methods to analyze
the behaviors of workers. Moreover, the target tasks in the re-
search tend to be relatively complex, because the systems should
gather many features from the workers. Therefore, these methods
are difficult to apply to relatively simple HITs for which the sys-
tem can obtain only a small number of behaviors from the work
screens. To predict worker quality accurately, we should extract
as many features from the behaviors as possible.

If we cannot capture many features from the behaviors during
simple tasks, the accuracy of the predicted worker quality would
be low. To solve this problem, we propose a method that adds
operations on the work screens for the purpose of obtaining many
features from their behaviors. We prepared a classification task of
tweets, which we consider to be a simple task, as a baseline task.
The purpose of this task is to classify which tweets are related to
Kyoto sightseeing. We added a button to the work screen, which
we call the “proposed task.” In the proposed task, workers can
browse the target tweets only while they are pressing the button.
Whereas we can obtain five kinds of behavior from the baseline
task, and six more kinds of behavior from the proposed task.

In the proposed task, the recall ratio of low-quality workers im-
proved by at least 12% from the baseline task. We also found that
behaviors, such as browsing time and browsing count, obtainable
only with the proposed task play an important role in predicting
the worker quality. On the other hand, we noticed a trade-off re-
lationship between processing time and worker dropout rate. The
findings in this research can be used as guidelines for designing
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crowdsourcing systems that strike a balance between prediction
accuracy of quality and workload of workers.

We survey related work in Section 2. We describe the baseline
HIT in Section 3. Then, we describe how we added operations
on the work screens to obtain more features in Section 4. We de-
scribe our empirical experiments in Section 5 and conclusions in
Section 6.

2. Related Work

There are three major approaches to predicting worker quality:
1) gold tasks, 2) analysis of work results, and 3) assessment of
workers by analyzing their behavior.

The gold task approach mixes HITs that have answers (these
are prepared by the requesters) and HITs which do not have an-
swers. By comparing the answers of the workers with those of
the requesters, one can automatically calculate the worker qual-
ity [8]. For individual tasks, it is necessary to create a gold task
that correctly judges the quality of the worker, the result of which
is added labor and costs for the requester. In addition, it is neces-
sary to pay the worker for performing the gold task.

The approach predicts the worker quality from their results [9],
[10]. Redundancy-based methods assign multiple workers to
each HIT and aggregate their results. These techniques are
used [11] for obtaining high-quality work results. For example, in
a text labeling task, multiple workers are requested to add a label
to the same piece of text. Then, the system integrates the obtained
labels by majority vote [12], [13] or by using an expectation-
maximization (EM) algorithm [9], [14]. The requester does not
need to prepare correct answers when using this method. The ba-
sic idea of the redundancy-based method is that the majority of
the labels are the correct answers. Therefore, it does not work
well when low-quality workers are the majority. Also, for re-
questers, the wages and temporal costs increase in proportion to
the number of workers made redundant. By contrast, our method
reduces the number of workers assigned to each HIT. Moreover,
it can be combined with the redundancy-based method to output
high-quality work results at a lower cost.

Approaches that predict worker quality from their behavior
have been proposed [5], [6], [7], [15]. They do not require the
creation of a gold task and do not assume redundancy; hence,
they make it possible to reduce costs. We decided to focus on this
sort of approach in our research.

Rzeszotarski et al. [5] proposed a method that uses worker be-
havior for predicting the worker quality. They gathered feature
data such as the number of clicks, keyboard operations, and pro-
cessing time from the workers. On the other hand, Hirth et al. [6]
used the following features: the duration in which the worker
reads the target text, and the answer time in which the answer is
considered as determined from scrolling of the page or the click
interval of the radio button. Moreover, they predicted the quality
of the workers by using a machine learning algorithm that took
the workers’ behaviors as input. They considered work events
such as mouse and keyboard operations to be worker behaviors.

Mok et al. [15] tackled the problem of extracting worker behav-
ior from measurements in detail. They analyzed the mouse cursor
position by using submovement analysis [16] and grasped the be-

havior of the worker not by the timing of the event but by the flow.
In addition, machine learning algorithms have been used for esti-
mating the worker quality as well. Rzeszotarski et al. [7] assumed
that preparing data on fully trained workers in advance improves
the accuracy prediction for the worker quality. They used a ma-
chine learning model for predicting the quality of worker, where
the behavior of fully trained workers was used as training data.

In these studies, the target HITs were relatively complicated
tasks from which the systems could identify many kinds of be-
havior. For example, Rzeszotarski et al. imposed a word classi-
fication task; this single HIT can be divided into multiple HITs,
and high-quality results can be obtained by dividing the task as
finely as possible [1], [17].

On the other hand, there are many simple HITs, such as text
labeling tasks and image annotation tasks, submitted by many re-
questers. However, if the number of features the system obtains
is limited, the above methods do not work so well and cannot be
applied as is. On simple HITs, workers do not move the mouse
cursor and do not scroll page frequently [18]. Therefore, we can-
not acquire enough behavior data for the machine learning model
to accurately predict the worker quality. Furthermore, with only
a few kinds of behavior, it is difficult to judge the worker quality
even manually. As a solution to these problems, in this research,
we extracted more features from simple HITs with little expres-
sion of behavior by adding more operations to the worker screens.

3. Baseline

We describe the baseline task, in particular, the procedure fol-
lowed by the workers and the method to predict worker quality
in the baseline task. We selected the features that we used in this
baseline method by referring to Rzeszotarski et al. [7].

3.1 HITs
We devised a task for labeling twitter texts. Here, the requester

needs to find texts which are relevant to sightseeing in Kyoto. We
prepared a set of tweets of which some were relevant to sightsee-
ing in Kyoto. Then we had workers browse several tweets and
classify whether they are useful for tourists visiting Kyoto by fol-
lowing both of two evaluation criteria:
• Tourists can (partially) understand the (current or past) situ-

ation of Kyoto.
• The situation is useful for sightseeing in Kyoto.
The workers were to browse a tweet, consider whether it sat-

isfies these two criteria, and select “Yes,” “No,” or “Tweet is not
displayed” for each tweet. Figure 1 shows a work screen for this
baseline task. For example, if there is a tweet “Kyoto station is

Fig. 1 Work screen for the baseline task.
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Table 1 Worker behaviors used for baseline method and proposed method (B1, B2, · · · , B5).

ID Behavior Explanation Sample
B1 Processing time Total time from the display of the work page until pressing the send button (seconds) 5, 10, 60
B2 Processing time per character Processing time divided by the number of characters of tweet (seconds) 0.05, 0.1, 1
B3 Response time Time from display of work page to selection of answer (seconds) 5, 10, 60
B4 Response time per character Response time divided by the number of characters of tweet (seconds) 0.05, 0.1, 1
B5 Number of responses Number of changes in answer (times) 1, 2, 5

very crowded” on the work screen, workers should select “Yes,”
because when the tourists browse this tweet, they can avoid going
to Kyoto station when it is crowded. On the other hand, if there
is a tweet “I am in Kyoto,” the workers should select “No,” be-
cause the tourist does not learn any useful information from this
tweet. The option “Tweet is not displayed” is used if someone
has deleted the tweet. Our crowdsourcing platform cannot dis-
play tweets on the work screen if they have been deleted from the
original twitter site. When a worker pushes the submit button, the
next tweet is displayed.

This task is easy to answer for a human, but difficult for ma-
chine learning. For example, if there is a tweet “Kyoto station

is crowded.,” it should be easy for both machine learning and a
human to select the appropriate option “Yes,” because there are
many terms which are related to sightseeing in Kyoto, such as
Kyoto, station, and crowded. However, if there is a tweet “This

train is crowded. I would have liked to go sightseeing in Kyoto

unless it is crowded.,” it is difficult to know whether this text
is useful or not, because there is no information about Kyoto.
When this tweet is processed automatically, the system may se-
lect “Yes,” because there are many keywords related to Kyoto
sightseeing in the text, such as Kyoto, train, and crowded.

3.2 Worker Quality Prediction
Here, we describe a method for predicting the worker quality

from the worker behaviors on the work screen. The extracted fea-
tures used in the baseline method are almost the same as those
used by Rzeszotarski et al. [7]. We used supervised learning for
estimating the worker quality. We assessed the workers who pro-
cessed at least 100 HITs.
3.2.1 Data
3.2.1.1 Feature Vectors as an Input of the Classifier

First, we describe the features of the worker behaviors. We
monitored the work screens and obtained five kinds of worker be-
haviors B1, B2. · · · , B5 (Table 1). We acquired these behaviors
every time a worker processed one HIT. Then, we calculated the
average value, median value, maximum value, minimum value,
standard deviation, and entropy of each behavior obtained for
each worker and used them as feature values for each worker.
The feature values of each behavior xi

w (i = 1, 2, · · · , 5) which
correspond to B1, B2, · · · , B5 are defined as follows:

xi
w = [ BAve

i BMed
i BMin

i BMax
i BS td

i BEnt
i ], (1)

where BAve
i is the average value, BMed

i is the median value, BMin
i

is the minimum value, BMax
i is the maximum value of Bi BS td

i is
the standard deviation, and BEnt

i is the entropy of Bi.
In addition, we used the number of processed HITs Nw and the

total processing time Tw as the features of worker behaviors. Ac-
cordingly, the feature vector xw of worker w is defined as follows:

xw = concat[ Nw Tw x1
w x2

w x3
w x4

w x5
w ] (2)

3.2.1.2 Worker Quality as an Output of the Classifier
The values which the classifier predicts are worker qualities.

We used the correct answer rate rw as follows:

rw =
Mw
Nw

(3)

where Mw is the number of processed HITs with correct answers.
We created the correct answers using majority voting. We as-
signed ten workers to each tweet and set the correct option as the
one selected by six or more workers. We checked the data and
found that there is no tweet which the maximum number of votes
was not less than half of the total number of votes. Moreover,
there are less than 1% of tweets in which the maximum number
of votes were six. Therefore, we believe that this dataset is ade-
quate to be used.

Next, we calculated the worker quality Qw to determine which
workers were low-quality and which were high-quality as fol-
lows:

Qw =

⎧
⎪⎪⎪⎨
⎪⎪⎪⎩

−1 if rw ≤ β
1 else

(4)

where Qw = −1 means that the quality of w is low, and Qw = 1
means that the quality of w is high. α is the ratio of the low-
quality workers to the total number of workers. β is a threshold of
low-quality workers. We treat a worker as low-quality if his/her
correct answer rate is less than β. For example, if α equals 0.1,
10% of the workers are low-quality and Qw = −1 and Qw of the
other workers equals 1. If the highest correct answer rate of the
low-quality workers is 0.7, β is 0.7. If α is given, β is automati-
cally calculated.

In our experiments, almost all workers were high-quality.
Therefore the numbers of high-quality and low-quality workers
were imbalanced in the training data. When we classified work-
ers, almost all of them were classified into major classes incor-
rectly. Therefore, we used the SMOTE algorithm [19] which vir-
tually increases the samples of a small number of classes so that
the numbers of high-quality and low-quality workers would al-
most be the same.
3.2.2 Classifier Construction

The classifier f was as follows:

f : xw �→ Q̂w ∈ {−1, 1
}

(5)

where Q̂w is the quality of worker w predicted by the classifier f .
To construct f , we prepared a set of workers with xw and Qw. We
used random forests [20] because the classifier should be resistant
to outliers. There are many outliers in the input feature values.
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Table 2 Hyperparameters.

name candidates
# estimater 2, 3, 4, 5, 6, 7, 8, 9, 10

maximum # of features 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, ‘auto’, None

Fig. 2 Example of processing times of three workers.

For example, suppose a worker performs an HIT while watching
TV. If he or she becomes very distracted, the maximum pro-
cessing time per HIT could be more than one hour. Friedman et
al. [21] discovered that the random forest is resistant to this kind
of outlier. They also discovered that random forests could accu-
rately predict if many features were not useful for prediction. We
used a grid search for setting appropriate hyperparameters in the
candidates shown in Table 2.

4. Proposed Method

Here, we describe the procedure of the HITs, the method to
predict worker quality, and the differences between the baseline
and proposed method.

4.1 Basic Idea
First, let us consider the workflow in the tweet classification

task described in Section 3.1 and discuss the features related to
processing time. Figure 2 shows several examples of worker be-
haviors in the HITs. The figure shows three types of workers;
A, B, and C. Worker A first browses a tweet for a long time be-
fore answering. Worker B works while watching TV; she does
not continuously browse tweets. Worker C first browses a tweet
and answers; then she browses the tweet again to re-check the an-
swer. From these worker behaviors, we intuitively find that C is
the highest quality and B is the lowest quality.

Current crowdsourcing platforms do not monitor worker be-
haviors directly; the platform could not understand whether the
workers were browsing tweets, watching TV, or doing something
else. In this example, the processing times of browsing a tweet

and answering for each worker are actually different, but the sys-
tem treats these times as the same. Therefore, if we extract fea-
tures listed at the baseline method in Table 1 from the behaviors
of the three workers, the feature values would be the same; the
classifier considers the three workers as having the same quality.

Based on the above, we believe that we can estimate the worker
quality more accurately if we could obtain more data on their be-
havior. For this reason, the proposed method obtains the behavior
of the browsing part of the task. In particular, we added oper-
ations on the work screens to obtain the browsing time and the
number of browsings. We verified the effectiveness of such be-
haviors which have not been dealt with in previous research on
predicting the worker quality.

Fig. 3 Work screen of intervening task.

4.2 HITs
In the proposed method, tweets are not simply displayed on

the work screen. Instead, a button, which we call the browsing

button, has to be pressed and held down to display the tweets.
We show the work screen in Fig. 3. The left side of this figure is
the work screen when the browsing button is not pressed, and the
right side is the work screen when the worker presses the brows-
ing button. When the worker releases the browsing button, the
tweet disappears from the work screen, as indicated on the left
side of the figure.

The system can obtain the browsing time and frequency from
the browsing button operations. For example, if a worker is doing
a task while watching TV, the processing time B1 will likely be
longer.

4.3 Feature Values
Using the browsing button described in Section 4.2, we con-

structed the feature values shown in Table 1 and Table 3. We
predicted the worker quality using random forests, as in the base-
line method. The feature vectors xp

w of worker w in the proposed
method are defined as follows:

xp
w = concat[ Nw Tw x1

w x2
w . . . x11

w ] (6)

where xi
w (i = 1, 2, · · · , 11) is the feature value which corresponds

to B1, B2, · · · , B11 defined by Eq. (1).

5. Experimental Evaluation

In this section, we describe our experimental evaluation to ver-
ify whether the features of the worker behaviors obtained by the
operations that were added to the work screens are effective for
predicting worker quality. We also investigate the effect of the
browsing buttons on the relationship between the prediction ac-
curacy of worker quality and workload of workers.

5.1 Experimental Setup
We constructed our crowdsourcing platform as a Web appli-

cation using Ruby on Rails 5.1 and Oracle Database 12c. All
workers we hired performed the HITs on our platform. We used
jQuery *1, a javascript library, to obtain the worker behaviors on
the work screens.
5.1.1 Worker

We hired workers through Crowdworks *2, a major crowd-
sourcing platform in Japan. All workers who applied for our task
were hired without filtering; we did not select the workers to be

*1 https://jquery.com/
*2 https://www.crowdworks.jp/
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Table 3 Worker behaviors used only in proposed method (B6, B7, · · · , B11).

ID Behavior Explanation Sample
B6 Browsing count Number of times tweet display button was pressed (times) 1, 2, 5
B7 Browsing time Total time while holding down tweet display button (seconds) 5, 10, 60
B8 Browsing time per character Browsing time divided by the number of characters of tweet (seconds) 0.05, 0.1, 1
B9 Browsing time per count Browsing time divided by the browsing count (seconds) 5, 10, 60
B10 Browsing time per count and

character
B7 divided by B6 and B8 (seconds) 0.05, 0.1, 1

B11 Browsing ratio Percentage of browsing time out of total processing time 0.1, 0.5, 0.8

Table 4 Number of workers, HITs, and tweets.

# workers # active workers # early departed workers # processed HITs # tweets
Baseline 439 250 189 132,594 –
Proposed 486 255 231 108,836 –
Sum 793 439 354 241,430 26,713

hired in advance. Workers can earn 30 JPY (about 0.3 USD) as
wages for classifying 100 tweets. The average worker classified
about 450 tweets per hour and earned 135 JPY, which is almost
equal to the standard crowdsourcing wage (1.38 USD/hour) [22].
Workers could freely suspend or resume their work. As a result,
some workers processed fewer than 100 tweets, while others pro-
cessed more than 10,000 tweets.
5.1.2 Data

Table 4 shows the number of workers we hired and the total
number of HITs when using the proposed method and the base-
line method. Here, “#workers” refers to the total number of work-
ers who applied for our task and engaged in it more than once, and
“#active workers” refers to the workers who processed more than
100 HITs. “#early departed workers” refers to the workers who
are not active workers. “#processed HITs” is the number of tasks
processed by all workers. “#tweets” is the number of tweets clas-
sified by more than one worker. In our system, we assigned ten
workers to each tweet. However, more than two workers reported
that the tweets had been deleted, so we canceled the assignments
to those tweets.

5.2 Worker Quality Prediction
Here, we compare the worker qualities predicted by the follow-

ing three methods: the baseline method, the proposed method,
and the proposed method with limited features (proposed-LF).
The features of the baseline method are almost the same as those
described in Rzeszotarski’s paper [7]. Moreover, those of the
proposed method with limited features, which we call proposed-

LF, used only the features of the baseline system. Thus, in the
proposed-LF, the prediction accuracy of the worker quality is the
same as in the baseline method, while the workload of the work-
ers is the same as in the proposed method.

Furthermore, we discuss the effectiveness of the behaviors ob-
tained using the browsing button. We also analyze the properties
of the correctly predicted workers and those of the workers who
were not correctly predicted.
5.2.1 Evaluation of Prediction Accuracy

We evaluated the classifiers by five-fold cross-validation. We
divided the workers into five groups; four groups were used for
learning data, and the remaining group was used for calculating
precisions and recalls. We repeated this process five times.

Table 5 shows the correlation between α and β, and Table 6

Table 5 Correlation between α and β.

α Method β

0.05
Baseline 65.5%
Proposed 62.8%

0.1
Baseline 73.0%
Proposed 72.6%

0.15
Baseline 80.7%
Proposed 78.7%

Table 6 Clustering results.

α Method Precision Recall F-value

0.05
Baseline 0.17 0.55 0.26
Proposed 0.21 0.75 0.33

Proposed-LF 0.16 0.58 0.25

0.1
Baseline 0.21 0.72 0.32
Proposed 0.23 0.84 0.36

Proposed-LF 0.20 0.64 0.30

0.15
Baseline 0.22 0.62 0.33
Proposed 0.32 0.79 0.45

Proposed-LF 0.27 0.71 0.39

shows the clustering result for each value of α. From this table,
we conclude that the accuracy of the proposed method is bett-
ter than that of the baseline method and that of the proposed-LF
method.

We do not compare the value of α and β of the proposed
method and that of the baseline method. This is because the
workers of our proposed method and that of the baseline method
are not the same, we cannot compare the worker quality of
each worker. Instead of comparing the baseline system with the
proposed system, we compared the proposed method with the
proposed-LF system, which simulates the baseline system with
the workers of the proposed method.

We do not set the value of α to a lower value than 0.05, because
the number of workers is too few. When the values of α are set
to 0.01, the number of low-quality workers is 2. If a classifier
can classify these workers as low quality, the precision ratio of
detecting low-quality workers should be 100%, but we think that
this precision ratio is meaningless. We think that at least 10 work-
ers should exist to obtain reliable results. Therefore, we assume
that the lower bound of α should be 0.05.

Also, we do not set the value of α to a higher value than 0.15.
If we set the value of α to 0.15, the workers whose correct answer
rates are 78% are considered as low-quality workers. Intuitively,
the workers who select appropriate options with 80% accuracy
should be considered as high-quality workers. Therefore, we did
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not set the value of α or β to a higher value.
Here we consider the case where α is 0.1 as an example; this

means that the workers with correct answer rates of lower than
10% are considered low quality, and the other workers are consid-
ered high quality. The correct answer rate β, which is the bound-
ary between the low-quality workers and the high-quality work-
ers, was 73.0% in the baseline method and 72.6% in the proposed
method.

The confusion matrix of the baseline method, proposed
method, and proposed-LF are shown in Table 7. It is more use-
ful for requesters to identify low-quality workers accurately than
to identify high-quality workers, because they can then eliminate
or train low-quality workers who would otherwise degrade the
quality of the work results. Therefore, the recall ratio of low-
quality workers is important. The recall ratios of low-quality
workers were 0.72, 0.84, and 0.64 for the baseline, proposed, and
proposed-LF methods, respectively. From these results, we dis-
covered that the proposed method has the highest accuracy of the
three at predicting low-quality workers. However, it also pre-
dicted many high-quality workers to be low-quality. Therefore,
there is room for improving it.
5.2.2 Effective Behaviors

The five-fold cross-validation calculated the importance de-
grees for each of five classifications. Figure 4 shows the top-5

Table 7 Confusion matrix (L: low-quality, H: high-quality).

(a) Baseline (b) Proposed (c) Proposed-LF

Predict
L H

Collect
L 18 7
H 69 156

Predict
L H

Collect
L 21 4
H 72 158

Predict
L H

Collect
L 16 9
H 65 165

Fig. 4 Top-5 important features.

important features in the proposed method. From these figures,
we discovered the features obtained using the browsing button
(B6, B7, · · · , B11) were more important than those using the base-
line method (B1, B2, · · · , B5).

From Fig. 4, we discovered that the minimum browsing time
per count (B9-minimum) is selected as an important behavior at
every threshold α. Figure 5 shows the relationship between B9-
minimum and the correct answer rate. Each point represents a
worker. The workers with a small B9-minimum have a high cor-
rect answer rate. Therefore, we can say that a worker has a high
correct answer rate if B9-minimum is high. However, the con-

Fig. 5 B9-minimum vs. correct answer rate.
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Fig. 6 Prediction results (α = 0.1).

verse is not necessarily true; we cannot say that a worker has a
low correct answer rate if his/her B9-minimum is low. Therefore,
although the proposed method can detect low-quality workers, it
may also misclassify high-quality workers as low-quality ones.
This fact also appears in the confusion matrix of Table 7.

Also, from Fig. 4, we discovered that the features about the
browsing count (B6) are important for classification. In the
worker behavior records, many high-quality workers browsed the
tweets many times, and some browsed even after selecting op-
tions.
5.2.3 Discussion of Worker Behaviors

We compared the proposed and the proposed-LF method to
discover which features are effective for classification of the
workers. The workers in the proposed method and the proposed-
LF method are the same. Figure 6 shows classification results
when α = 0.1. Figure 6 (a) is the classification result of the
proposed-LF method, and Fig. 6 (b) is the classification result of
the proposed method. Each point represents a worker, and the
horizontal axis is the correct answer rate of the workers. In Fig. 6,
the workers represented in blue are predicted as low-quality, and
the workers represented in red are predicted as high-quality. In
an ideal classifier, blue circles are to the left of the boundary be-
tween low-quality and high-quality workers, and red circles are
on the right side. Also, we discovered that high-quality workers
could classify workers with lower correct answer rates as better
classifiers.
5.2.3.1 Case 1: Correctly Classified by Proposed but Mis-

classified by Proposed-LF
Here, we discuss the lowest-quality worker. This worker had

a correct answer rate of only 28% and thus should be consid-
ered low-quality. This worker is shown at the left end in the
two figures of Fig. 6. In Fig. 6 (a), this worker is represented in
red; this means that the proposed-LP method incorrectly predicts
this worker as high-quality. On the other hand, in Fig. 6 (b), this
worker is represented in blue. The proposed method thus cor-
rectly predicts the worker as low-quality.

The average processing time of this worker was 6 seconds,
shorter than that of the average worker. However, as described in

Fig. 7 Correct answer rates of workers in baseline and proposed tasks.

Section 5.2.2, workers are not always low quality if their process-
ing time is short. As a result, the proposed-LF method misclassi-
fies this worker as a high-quality worker. However, the worker did
not browse more than 90% of the tweets, and the browsing time
was at most 2 seconds, much shorter than average. Incorporating
the browsing button into the task revealed this fact. Therefore, the
proposed method correctly classified this worker as low-quality.
5.2.3.2 Case 2: Incorrectly Classified by Both Proposed and

Proposed-LF
Here, we discuss a low-quality worker who was correctly

classified as low-quality by both proposed-LF and the proposed
method. The browsing count was 1.5 times more than average,
and the browsing time was two times longer than average. Al-
though the correct answer rate of this worker is low, we feel that
this worker carefully read the tweets. We believe that this worker
did not have enough knowledge about Kyoto or sightseeing, but
worked eagerly and attentively. When we use our method, the
system will misclassify this kind of worker. To solve this prob-
lem, we should develop a method to predict worker quality using
not only worker behaviors but also work results and effective fea-
tures obtained by other methods.

5.3 Burden on Workers of Proposed Method
In the proposed method, workers must keep pressing the but-

ton in order to read a tweet. However, while the browsing button
is effective for accurately predicting worker quality, it is not di-
rectly effective in improving worker quality. It should actually
decrease the usability of work screens and increase the workload
of workers compared with the baseline system. In this section, we
discuss the effect of the browsing button in the proposed method
from three points of view: task difficulty, processing time, and
motivation.
5.3.1 Task Difficulty

First, we determined whether the browsing button affects
worker quality. We measured the difficulty level of the task from
the differences and distributions of correct answer rates in the
tasks of the proposed method and those of the baseline method.
We identified workers who were hired for both the baseline and
proposed tasks. Then, we calculated their correct answer rates in
the proposed method and the baseline method. The results are
shown in Fig. 7, where the horizontal axis is the correct answer
rate in the baseline method, the vertical axis is the correct answer
rate in the proposed method, and each point represents a worker.
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Fig. 8 Distribution of correct answer rates of workers in baseline and proposed tasks.

The correlation coefficient is 0.78; we thus know that there is a
strong positive correlation between the correct answer rates for
the baseline and for the proposed method.

Next, we show the distribution of correct answer rates of work-
ers in the two tasks in Fig. 8. The horizontal axis is the correct
answer rate, and the vertical axis is the number of workers with
the correct answer rate. We used the Wilcoxon signed-rank test to
determine any difference between the correct answer rates of the
proposed and baseline method, but no significant difference was
found (p > 0.05). From this figure, we can conclude that there
is a possibility that the dificulties of the baseline and that of the
proposed method are the same.

There is a positive correlation between the correct answer rates
in the baseline method and the proposed method. Therefore, we
cannot conclude that there is a difference in task difficulty, and
there is a difference between the correct answer rate of the base-
line method and that of the proposed method. Therefore, we can
confirm that there is a possibility that the user interface does not
affect worker quality.
5.3.2 Processing Time

In the proposed method, workers have to push the browsing
button; they must move the mouse cursor to the browsing button
each time they read a tweet. Therefore, the processing time of
the proposed method should be longer than that of the baseline
method.

Figure 9 shows a box plot of the distributions of processing
time for the baseline and proposed method. The vertical axis of
the graph is the processing time on a logarithmic scale. The me-
dian value is 6 seconds in the baseline method, and 9 seconds
in the proposed method. As we expected, the proposed method
increased the processing time by 3 seconds, which proved a time-
consuming burden on workers. Furthermore, it took more time
for all the tasks to be processed by the task requester as well.

Also, the processing times of some workers exceeded 1,000
seconds in both methods. The maximum number of characters
on Twitter is currently 140, and it is hard to believe that a worker
could take so much time. As mentioned in Section 4, we can-
not believe that workers are always concentrating on their tasks.
We imagine that these workers were processing HITs while doing
other things or working on tasks across breaks.

Fig. 9 Processing time.

5.3.3 Motivation
For measuring worker motivation, we use the departing ratio of

HITs, which is the ratio of the number of early departed workers
to the number of all workers. It is difficult to measure motivation
used in a psychological research field because the target workers
are an unspecified number of workers. In this experiment, we did
not measure the psychological motivation. On the other hand, in
this experiment, a worker can cancel the task freely at his/her con-
venience at any time. Therefore, assuming that the total number
of workers is large, it was assumed that motivation is high. We
defined the early departed workers as those who processed less
than 100 HITs, because we only paid wages to those who pro-
cessed more than 100 HITs. Table 4 shows the number of early
departed workers. From this table, we can see that in the base-
line method, 43.1% of the workers (189) departed early, while in
the proposed method, 47.5% of the workers (231) departed early.
The proposed method increased the departing ratio by 4.4%.

Next, Fig. 10 shows the number of processed HITs versus the
number of workers. The horizontal axis is the number of pro-
cessed HITs, while the vertical axis is the number of workers.
Although the wages of both the baseline and the proposed system
are the same, the number of workers who process less than 20
tasks in the proposed method is larger than them in the baseline
method.

Figure 11 shows the distribution of task processing times of a
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Fig. 10 Distribution of number of workers who processed less than 100
HITs.

Fig. 11 Distribution of number of workers who processed at least 100 HITs.

particular worker. It shows that there is no significant difference
in the distribution of task processing times between the methods.
To summarize the above results, worker motivation decreased in
the proposed method when the workers processed less than 100
HITs. However, the motivation of workers who processed more
than 100 HITs was almost the same in the proposed and baseline
method.

6. Conclusion

We proposed a method of predicting worker quality from
worker behaviors in simple HITs by adding operations to the
worker screens. While previous research analyzed worker be-
havior, we focused on obtaining more behaviors by installing a
button in the task. In particular, to obtain the browsing time more
accurately, the proposed method forces the worker to press a but-
ton for displaying tweets.

We performed an empirical evaluation on detecting low-quality
workers in a yes-no type annotation task, which is a simple HIT.
The results confirm that compared with a baseline method with
no button, our method improves the recall ratio and maintains the
precision ratio; this means our method can more accurately de-
tect low-quality workers than the baseline method can. In partic-
ular, the recall rate was the highest, 0.84, when we defined a low-
quality worker as one with a correct answer rate of the lower 10%.
In addition, we found that behaviors measurable with the button,
such as the browsing time per visit and number of viewing times,
were more useful in classifying workers than those not obtained
with the button. A worker with a short processing time could be
either high-quality or low-quality, but by looking at a breakdown
of processing time into browsing time, etc., it becomes possible
to classify these workers. The disadvantage due to the installa-
tion of the buttons is that the processing time increases and the
hurdles over which the worker has to go in their tasks go up.

Finally, we describe four issues as open problems. The first is-
sue is misclassification of workers who diligently process HITs.
In order not to misjudge workers who can quickly perform ap-
propriate work and those who do not understand the goal of the
task correctly, we should obtain more features not only on their

behavior but also their work results.
The second issue is to verify the versatility of the proposed

method. In this paper, we conducted experiments on one type of
task. Although we did not consider translation tasks and article
writing tasks, we believe that it is possible to apply the proposed
method to tasks that give a simple evaluation by looking at certain
content, for example, image labeling and questionnaires. Also,
the task performed in this study was easy for many workers, with
a correct answer rate of about 90%. It should also be verified for
tasks in which the incorrect answer rate varies depending on the
worker’s ability and tasks that normally have a low overall correct
answer rate.

The third issue is to consider adding operations to other tasks.
The proposed method uses the browsing button to obtain the fea-
tures of worker behaviors. However, this method would not be
appropriate for tasks other than annotation. In future, we will
consider a method to obtain more behaviors that puts less load on
workers.

The fourth issue is to use the prediction of worker quality for
the selected workers to earn better work results. To discover this
consideration, further challenges such as how to select a worker
and how much the number of worker needs to be reduced are re-
quired.
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