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One-day Trip Recommendation for Nearby Spots

Based on Users’ Locations and Preferences
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Abstract: Over the past decades, advanced digital applications have widely available to users. Some of the
applications enhance the possibility of generating personalized trip routes. In this paper, we propose an al-
gorithm of which aim is to plan various trip routes to help users visit different landmarks that could be really
interesting and achievable. The algorithm is based on capturing the information of users and landmarks,
which determines lists of landmarks worthy of visiting. Experimental results demonstrate the effectiveness

of the proposed algorithm.

1. Introduction

Trip route recommendations can strongly influence users’
satisfaction and the success of touristic businesses. It is im-
portant to consider the users’ perspective and, for example,
evaluate which landmarks are worth a detour. Thereby this
arises the need and creation of a variety of personalized trip
recommendation systems.

The personalized electronic trip recommendation is a de-
vice that addresses this problem by suggesting a (near) op-
timal selection of several landmarks and a sequential and
consecutive route with recommended landmarks, taking into
account the transportation, the distances and personal pref-
erences etc. The underlying selection and routing problem
is called the tourist trip design problem (TTDP) [1].

Park et al. [2] propose a system that reflects users’ prefer-
ences on restaurant type, price, mood and current distance
with mobile context information records through Bayesian
Networks. Ye et al. [3] suggest that instead of solely using
the ratings from a user, recommendations are more efficient
and reliable with taking ratings from users’ friends. Wei
et al. [4] propose the Route Inference framework based on
Collective Knowledge (RICK) to construct popular routes
from uncertain trajectories. Ge et al. [5] integrate energy
consumption into a mobile recommender system by learning
energy-efficient transportation patterns from trajectories.

In this paper, based on the TTDP, we propose an al-
gorithm that is tailored to users’ current location informa-
tion and personal interest ratings as key criteria for nearby
spot recommendations and maximize the user’s satisfaction
within the recommended trip route.

Based on the current studies on TTDP, the abstract model

of algorithm can be summarized in the two steps below:
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(1) Retrieving and evaluating of landmarks based on user’
preferences [2], [3], [6], [7]
(2) Clustering the landmarks to form a sequential trip route
), [5], 18
We first capture the users’ preferences on eight types of
landmarks through questionnaires. These preferences are
used to predict a personal interest weight (score) for each
surrounding landmark and select the top-k candidate regions
with the most interesting landmarks. Next, we explore the
spatial characteristics of the candidate regions and merge
these regions into several clusters. Finally, in the light of
the clusters, we propose a routing algorithm to construct a
routable graph, and a list of visiting landmarks with visiting

orders is provided for the user.
2. One-day Trip Recommendation

In this section, we propose a one-day trip recommendation
algorithm. Fig. 1 overviews the components of the proposed
algorithm.

Firstly Section 2.1 describes the structure of landmarks
and weight landmarks with the specific user profile. Next,
in Section 2.2, we partition the user’s current space into dis-
joint regions and then score these regions by pre-evaluated
landmarks obtained from Section 2.1. Section 2.3 describes
how we inference the spatial connection between regions as
preparations for the further route graph. The algorithm
presented in Section 2.4 constructs a routable graph and

proposes a trip route to the user.

2.1 Landmark categorization and user file

We set the user’s current position S as the starting point
and the visiting area is set to be a square around S with
the width of 10km and height of 10km. Then we establish a
landmark database with all the landmarks in the area. Let
L be a set of all the landmarks in this area. Let LT be
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Fig. 1: Algorithm overview.
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Fig. 2: Region division where the number of candidate re-
gions is 8 (k = 8).

a set of eight landmark types, which are History, Nature,
Entertainment, Art, Sport, Food and Drink, Shopping, and
Night Life.

type(s) ¢, its name label and its coordinates. Note that, a

Every landmark ¢ € L is characterized by its

landmark can have more than one types, for example, Meiji
Jingu shrine has the two landmark types of History and
Nature.

After collecting nearby landmark information, then it
comes to assigning a rating (weight) to a landmark type.
The user creates a user profile with his/her interest weight
w(t) for every landmark type t by five-point scale, with an
explicit definition of each of the possible weights: very dis-
like (1), dislike (2), fair (3), like (4), and very like (5).

2.2 Region evaluation

As in [9], we divide the given 10kmx10km area into 100
small regions with the width of 1km and height of 1km (see
Fig. 2).

under this scale in most of the cases.

Then each region includes at least one landmark

With user’s preferences, the system matches the personal
preferences in the each landmark. Then we can evaluate
each region with a possible visit score as follows:

Let R be a set of such small regions. For a region r € R,

we assign it with a visit score visit(r):

Z|r )| x w(t)

teLT

visit(r (1)
where 7(¢) is a set of landmarks of which landmark type is ¢
inside the small region r. The landmark of each small region
r with the highest w(t) value is called the region landmark
p(r) in this region.

For a one-day trip, the recommended number of land-
marks for visiting is usually around 5-10 in the most cur-
rent trip recommendation systems or websites. Therefore
we select k regions with the 1st to k-th highest visit scores
Note that the user

may refine the selection of regions and change the number

given by Eq. (1) as candidate regions.

k of visiting regions by himself/herself.

2.3 Region clustering

After retrieving the k& candidate regions, at this stage, we
merge these individual regions to form a geographical cluster
c; where 1 <74 <4,

We first observe the spatial characteristics of the candi-
date regions. We define 10 terms for constructing connected
geographical areas. Table 1 summarizes the notations used
in this paper.

First, as mentioned in Section 2.1, we divide the given
area into 100 disjoint regions evenly, and then the id of
y) from (0,0) to (9,9) (see

Given a region r = (z,y), the region r belongs

a region r is represented by (z,
Fig. 2).
to the cluster ¢; if z € [0,4],y € [0,4] (see Fig. 3(a)), r be-
longs to cluster ¢z if « € [5,9],y € [0,4], r belongs to clus-
ter ¢z if € [5,9],y € [5,9], and 7 belongs to cluster ¢4 if
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(a) Region in the cluster 1.

(b) Completed region clustering.

(c) Spatial clustering in the cluster 2.

Fig. 3: An example of the region clustering (k = 8).

Table 1: Notations

Symbol notation | Description
S User current location
(z,y) Region id
Te, The cluster that the region r locates in
rin The entrance region in the cluster c;
rout The exit region in the cluster c¢;
r—r Sub-route from r to r’
dis(r,r") The distance from r to r’
C; Sub-route in the cluster ¢;
Ci; — Cj Sub-route from the cluster ¢; to c¢;
CR(c;) The candidate regions in the cluster ¢;

x €10,4],y € [5,9]. An example of completed clustered re-
gions are shown in Fig. 3(b). Let CR(c;) be a set of candi-
0,

the cluster ¢; is marked as a blank cluster which will not be

date regions belonging to a cluster ¢;. Then, if CR(¢;) =
considered in the further route searching.

Next we merge the connected geographical regions in each
cluster ¢; Given two candidate regions r = (z,y) € CR(c;)
and r’ = (2',y') € CR(c;), if |z — 2’| <1l and |y —y'| <1,
then r and " are called spatially closed, and in the cluster
ci, there must be a sub-route traversing from r to r’, which

is denoted as r — r’ in C; (see Fig. 3(c)).

2.4 Sequential trip route generation

Once all the candidate regions are clustered and merged,
then we explore the sub-routes in/between the clusters.
These sub-routes can be categorized into the two types: in-
side a cluster and between clusters. The information inferred
for a sub-route comprises a moving direction and a transi-
tion support indicating the transition relationship between
two regions/clusters.

For the sub-routes inside the cluster ¢; , we first deter-
mine the entrance region 7“27 and the exit region 72** by
setting four threshold regions of r¢p1=(2,4), Tihe = (5,2),
rens=(7,5) and rypa=(4,7) as follows (see Fig. 4(a)):

rel = min dis(r, i) N
A= omin dis(rrinen) ?

In addition, in case of c4, T¢p(;41) = Ttn1. An example of

determined entrance and exit regions are shown in Fig. 4(b).

Let C; be a route for every cluster ¢;, which is a sequence
of regions. C; is denoted by:

o

Ci={re =rl - =rl —>r

(4)

Once accomplished selections of the entrance and exit re-
gions, then we search from the entrance region and exit re-
gion by turns until every candidate region r € CR(c;) is
included in the route Cj;.

For example, in the case of the cluster ¢o in Fig. 4(c),
we start from 75" = (6,2), the next nearest region excluding

out

roy', s r=(9,2), and then we initially generate C2 as:

()

As r = (9, 3) is spatially closed to r = (9, 2), then we update

Cy as:

Co = {ri" = (6,2) = r=(9,2)}.

Oy = {ril = (6,2) = r=(9,2) = 7 =(9,3)}. (6)

There is none of unsearched candidate regions left in co ex-
cept for r§“* = (8,4), and then the finalized route Cy is

given by:
Co = {ri" = (6,2) = r=(9,2) = r=(9,3)
ar=(8,4)}. (7)

= Tey =

In addition, in the real implementation, the sub-route be-
tween any two regions  and 7’ are calculated as the shortest
distance between region landmarks p(r) and p(r').

After searching a route C; in every cluster ¢;, we con-
struct sub-routes between clusters with a clockwise direc-
tion, which is a more favorable traveling option [10], in an
order of {c1 — ¢c2 — ¢3 — ca}. We start from ¢;. If
CR(c2) # 0, then we connect Cy and Ca by connecting 72"
with TZ? Otherwise, we search for the next non-empty clus-
ter. Then we repeat the connection step until all non-empty

clusters are connected (see Fig. 4(d)).

out
Cyq

Finally, we connect the Té’f and rZ*" to the current posi-
tion S. In addition, if the distance between any two region
landmarks is longer than 1km, then the sub-route is black
which suggests using a bus/train as the transportation op-
tion, otherwise, it is yellow which suggests using walking as

the transportation option (see Fig. 4(e)).
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Fig. 4: Generating a hierarchical trip route (k = 8).

2.5 Algorithm summary
Our algorithm can be summarized as follows:

(1) Categorize the given landmarks into eight types and
rank them with user preferences (Section 2.1).

(2) Divide the given area into small regions and select the
most interesting regions as candidate regions (Section
2.2).

(3) Using location-based clustering, we cluster the candi-

date regions obtained in Section 2.2 into four geo-spatial

clusters c1, c2, €3, ¢4 (Section 2.3).
(4) Let CL = {c1,c2,c3,ca}. Every ¢; € C'L contains sev-
eral candidate regions and then we generate a sub-route
C; within the cluster ¢; as a sequence of region land-
marks in ¢; (Sections 2.3-2.4).
(5) We generate a finalized route 7" as a loop sequence of the
starting point and the clusters, i.e., T = {S — C1 —
Cy — C3 — Cy — S} (Section 2.4).
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3. Implementation and Evaluation

In order to demonstrate the usefulness of the proposed al-
gorithm, one-day-trip cases with 8 different user profiles are
discussed. We set the experiment area in Shinjuku area with
the height of 10km and the width of 10km, where starting
point S is at the Shinjuku railway station. Our goal is to
offer a user a trip route with visiting the top-k candidate
regions. In addition, every candidate region includes just
one interesting landmark in this experiment. The algorithm
is coded in Java.

Table 2 shows the landmark types and landmarks in this
The result

routes are presented in Table 4 with visiting orders and an

experiment and Table 3 lists 8 user profiles.

example of the generated route for the user 01 is portrayed in
Fig. 5, red dots from 1 to 8 repesent the visiting landmarks
with visiting orders for the user 01 in Table 4.

For the user profiles 01-04 in Table 3, the users show
strong positive preferences on landmarks of Food and Drink
and Shopping with scores of 5 points and fair positive pref-
erences on landmarks of Nature and [Entertainment with
scores of 3 points. For the recommendation routes 01-04
in Table 4, only landmarks of Shopping, Nature and Enter-
tainment are recommended and sequential trip routes are
generated accordingly. It indicates that our algorithm infers
and matches users’ preferences very well. Likewise, for the
user profiles 0508 in Table 3, the users show strong pos-
itive preferences on landmarks of History, Nature and Art
with scores of 4 points and fair positive preference on land-
marks of Entertainment and Food and Drink with scores
of 3 points. For the recommendation routes 05-08 in Ta-
ble 4, only landmarks of History, Nature, Art and Enter-
tainmentare recommended and sequential trip routes are
generated respectively. Also, in these cases, our proposed
algorithm is superior in recommending visiting landmarks
based on individual preferences. Generally speaking, ex-
perimental results demonstrate that the proposed algorithm
successfully generates the trip routes with better favorable

landmark recommendations for different users.

4. Conclusion

In this paper, we have proposed an algorithm that uses
users’ current location information and personal interest
preferences as key criteria for nearby spot recommendations.
Experimental results confirm that our algorithm can deal
with different users’ preferences.

As future works, the algorithm can be extended to better

sub-route organizations and distances between landmarks.
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Table 2: Landmark types and landmarks.

Landmark type

Landmarks

History AR AIE, BriE s, SRE, ERE
Nature HHYAMS, FriE s, 2
Entertainment Bunkamura, X — 7 HEHT, % Kigidids
Art RS, H AT R OCE
Sport Rz Rigit
Food+Drink FHEARE, INHZRE &R, TN
Shopping PEAPE, ANHAE B, WRERE, SHIBUYA109, T)L A A

Night Life

Bunkamura

Table 3: User profile.

User ID | History | Nature | Entertainment | Art | Sport | Food+Drink | Shopping | Night Life | top-k
01 2 3 3 2 2 4 5 2 8
02 2 3 3 2 2 4 5 2 7
03 2 3 3 2 2 4 5 2 6
04 2 3 3 2 2 4 5 2 5
05 4 4 3 4 1 3 1 1 8
06 4 4 3 4 1 3 1 1 7
07 4 4 3 4 1 3 1 1 6
08 4 4 3 4 1 3 1 1 5
Table 4: Trip route results.

User ID 1st 2nd 3rd 4th 5th 6th 7th 8th
01 REPE | BrrE s = VoI A SHIBUYA109 IIVA R Bunkamura NHZAEHERE
02 REPE | B rE s AR A E [ A SHIBUYA109 | Bunkamura AN
03 DHRE | RrfEfiise | e P A SHIBUYA109 | /NHEFH
04 Y| BrrEfisn | PHENBERE | SHIBUYAL09 | /NHZREEE
05 G WERE | AR T — e R Rt BB FESREST FERT
06 S WER | MR — s & Rt HIBAE FER)T
07 25 HELH e fEse R% ARG R FER T
08 JE AR it fEnsa 2 RpiFds I

0°
o
-
g
= &

Fig. 5: An example of the generated route for the user 01.
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