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Abstract: To design a good human detector, we may collect a huge number of data, and train the detector off-line.
However, even if the training data set is very large, it may not contain enough information for some particular environment,
and the obtained model may not work well. In this paper, we study incremental learning of a support vector machine-
based human detector in an office environment, and investigate the ”growth process” of the detector. Experimental results
show that it is possible to obtain a good human detector customized to a certain environment with less data via incremental
learning.
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1. INTRODUCTION

To design a good human detector, we may collect
a huge number of data, and train the detector off-line.
However, even if the training data set is very large, it
may not contain enough information for some particu-
lar environment, and the obtained model may not work
well. In this paper, we study incremental learning of a
support vector machine-based human detector in an of-
fice environment, and investigate the ”growth process” of
the detector. Experimental results show that it is possible
to obtain a good human detector customized to a certain
environment with less data via incremental learning.

In fact, human detection must be performed in real
time. Therefore, high efficiency and high speed are re-
quired. As mentioned above, training a detector offline
with a huge training set often results in a very large and
inefficient system. Updating this large-scale system in
real time also takes time. But starting with a relatively
small training set, trying to add the necessary data in real
time can solve the problem. In this study, this type of
training process is called incremental training.

2. THE PROPOSED INCREMENTAL
TRAINING METHOD

In the following, we discuss the incremental method
for improving the accuracy of the SVM-based human de-
tector using new images. In the process of human de-
tection with the human detector, we get a number of
sub-images that do not contain human at all. These
sub-images produce false positive errors, and they are
”near-miss” data useful for improving the current detec-
tor. These data are added to the training set as negative
examples.

In this study, we design an SVM detector using the
following method.
1. Prepare a small training set ωtraining and a test set
ωtesting .
2. Construct an SVM from ωtraining .
3. If ωtesting is empty, stop;
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Fig. 1 Example images (pedestrian image and back-
graund image)

4. Take( without return) a test image from ωtesting , and
detect the human using the SVM;
5. Calculate the accuracy of human detection. If the ac-
curacy is less than a given threshold T , return to step 3.
6. Add sub-images corresponding to the false points
(both negative and positive) to ωtraining , and return to
step 2.

In the experiments, the number of positive training
data is 1,000, and the number of negative training data
is the same. The number of testing images is 100. In
practice, we may need many images to get a good human
detector. In this experiment, we just want to examine the
trend of the incremental training process. Therefore, we
prepared only 100 images that include only one person in
each image and examined how the detection rate changes.

In the proposed method, it is possible to efficiently
generate the needed training data, so that the accuracy
of human detection can be improved efficiently.

3. EXPERIMENT
3.1. Database

We prepared 1000 positive human images and 1000
background images for training. For example, Fig. 1
shows part of the images.

For each training image, the height is 36 pixels, and
the width is 18 pixels. All training images are gray scale
images. And we prepared 100 testing images. These 100
images are photos taken in the same laboratory space.
They have bigger sizes than the training images, but they
contain only one (the same) person. And also we pre-
pared the test data obtained after meanshift-based filter-
ing. Meanshift image filtering method is one of image
filtering method. An example is shown in Fig. 2.
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Fig. 2 Meanshift Image Filtering (left image is original
image; right image is meanshift filtering image

Fig. 3 Results Images

Fig. 4 Results Meanshift

We tested this method because, We did not know
whether HOG method was enough or not. Thus we also
research that method.

3.2. Experiments
In addition, we prepared 1000 human images and 1000

background images to train an SVM detector off-line.
That is, we use only 2000 images for off-line training.
The reason why we construct the SVM using only 2000
training data is because we need to add new data, and we
want to add only needed data.

The results of this experiment are shown in Fig. 3. In
the figures, ”before training” means the database ω has
not been updated; and ”after training” means the database
ω has been updated with needed data obtained from a
newly observed image. The result of incremental learn-
ing ”grow process” are discribes in Fig. 3. At first, we
tried human detection with the SVM obtained off-line.
And the result are left image of ”image1” in Fig. 3. That
SVM could not detect human well. From the results, we
can see many images that are just background images are
recognized as human. Look at Fig. 3 before training, all
pointers are judged as human by the SVM.

And we compare the each accuracy of original im-
age experiments and meanshift image experiments. One
of this experiment is describe at Fig. 4. The upper line
shows the accuracy trend that used normal image for
test image of proposed method. And lower side line
shows the accuracy trend of meanshift image filtering
one. Those results are not much change. But normal im-
age experiment gave a slightly better result.

4. DISCUSSION
We thought meanshift result is better, but the result

was normal image result was better. We think this be-
cause HOG method can exclude noise data. Also the
meanshift method must cut the necessary information of
feature data.

5. CONCLUSION
Based on Experiments parts, we think the proposed

method (Incremental Training of a Human Detector for
Office Environment) improved that accuracy of the con-
structed SVM. And meanshift image filtering method is
not match for this experiments. If we use more high reso-
lution image for this experiments, of course the meanshift
image filtering method must be usable.
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