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Abstract With the explosion of immense amount of electronic documents, intensive research to mine important
information has accordingly emerged. This paper presents a document clustering method which summarizes past
events around a user specified time of interest. Incorporating an exponential two-sided decay function, the method
assigns the highest weights or values one to documents at the focused time and smaller and smaller weights to
documents which precede or succeed the focused time. The performance of the method is investigated through
experimental evaluation on TDT2 data set.
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1. Introduction

With the explosion of immense amount of electronic doc-
uments, intensive research of varying objectives to mine im-
portant information has accordingly emerged. Document
clustering, which organizes a set of objects such that sim-
ilar objects are grouped into the same clusters while dissim-
ilar ones are grouped into different clusters, has been used
as a core technique in managing vast amount of data and

providing summarized information [1], [3].

In addition, events happen somewhere in the world every-
day. The events could be, for .instance, meetings between
leaders of two countries, natural disasters like tsunamis, ac-
cidents like airplane crashes, or news about celebrities, etc.
As a matter of fact, they gradually fade away from our
memory as time passed. It is therefore necessary to trace
back to past events to recall or to learn more about it. In
this paper, we address this problem of obtaining past events
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from chronologically ordered stored data. Specifically, our
research concerns a document clustering approach focusing
on users’ interest on past events. The study can address a
user’s question like “what has happened around January 1st
this year?”.

The objective of this research is to provide a summary of
past events happened around a specific period of time in the
past specified by the user. Specifically, given the user spec-
ified time of interest, the method generates topics around
the specified time. Moreover, it ‘discriminates’ documents
whose timestamps precede or succeed the user specified time.
In this paper, an exponential two-sided decay function is
proposed and incorporated into the similarity measure. By
the incorporation of such a decay function, the approach as-
signs the highest weights one to documents acquired on the
user specified time of interest and exponentially degrading
weights from the user’s interest time to documents whose
timestamps precede or succeed the focus time.

The remainder of the paper is organized as follows. Sec-
tion 2 reviews related work. Section 3 presents the proposed
approach where the exponential two-sided decay function,
similarity measure incorporating the decay function and the
clustering algorithm are described. Section 4 reports the ex-
perimental evaluation on a subset of TDT2 Corpus. Section
5 concludes the paper.

2. Related work

There has been extensive work in document clustering.
Conventional document clustering methods, in general, fo-
cus on developing efficient and effective clustering methods,
which group similar documents into a same cluster. Jain et
al. provides a general survey of clustering method in [5]. Al-
though the approach proposed in this paper employs a doc-
ument clustering method, the approach is not only a cluster-
ing approach. Chronological order of documents according
to their timestamps (or arrival time), decay function and
user interaction are incorporated in the clustering method in
this paper.

Additionally, in the retrospective topic detection task
in the TDT competition [1], [11] which discovers previously
unidentified topics in a chronologically ordered accumula-
tion of documents, a number of clustering methods have been
proposed. Although chronological order of documents [9] and
timestamps [7] have been employed in the research, the incor-
poration of decay function and user specification of interest
as in the approach in this paper were not considered in the
research.

3. Proposed approach

In this section, the exponential two-sided decay function is

described. The incorporation of the decay function into the
similarity measure and the clustering algorithm come next.

3.1 A Two-sided decay function

A two-sided decay function to represent the decay of a
document’s value from the user’s specified time of interest
(or focal point) is proposed in this approach. It is based on
the idea that user interest affects importance of documents.
It causes decrease in the importance of documents as they
appear far from the user specified focus time of interest.
[Definition 1] (Document weight) Let the user’s specified
time of interest be t = T and the acquisition time of each
document d; be T;, or simply timestamp of the document.
We define the weight of a document d;, dw;, by

o IfT:<T,

dw; & AT 6]
s IT>T,
dw; EAL-T, )

In the above definition, A1, A2, (0 < A1, A2 < 1), are called
decay factors. They are parameters tuned according to the
target document set.

The parameters A\, and A2 are user specified parame-
ters. To help users to decide the value of the parameter,
a metaphor to impart intuitive meanings is recommended.
Users are suggested to gives a half-life span B value which
specifies the period that a document loses half of its impor-
tance. Namely, 3 satisfies A’ = 1/2. The forgetting factor A
then can be derived as follows:

A=exp (_1%2_2) (3

Figure 1 depicts the two-sided exponential decay of doc-
ument weights. Weights of documents at the user specified
time T are one, the highest, while weights of documents be-
fore and after T decrease exponentially towards both sides
according to the rates specified by the decay factors A; (on
the left side of T) and A2 (on the right side of T).

3.2 Similarity measure

The exponential two-sided decay function described in the
above section is incorporated into the similarity measure pro-
posed in [4]. In this section, the similarity measure is briefly
described.

In the following, documents in the document set are rep-
resented by d; (i = 1,...,n) and all index terms in the doc-
ument set by ¢x (k=1,...,m).

The subjective probability Pr(d;) to randomly select a doc-
ument d; from the document set is defined as follows:

Pr(d;) & %’ (4)
where dw; is the weight of d; shown in Eq. (1) and (2), and
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aw;

T, T T t

1 Two-sided decay function

tdw is the total weight of all documents in the document set:

n

tdw & Z dw;. (5)

i=1

The selection probability of a document is proportional
to its weight. This means that ‘interested’ documents have
larger selection probabilities than ‘uninterested’ ones.

Next the conditional probability Pr(tx|d;) that term &5 is
selected from document d; is derived. The probability is sim-
ply derived based on the number of occurrences of terms in
a document.

Pr(unld) & <L, ®)
e fu
where t; is an index term and f;; is the number of occur-
rences of term ¢; within document d;.
The occurrence probability of ¢, in the entire document
set can be derived by

Pr(th) = Y Pr(teld:) - Pr(d:). (7

i=1
Using the above formulas and the Bayes’ theorem,

Pl‘(tk|dj) Pr(dj)

Pr(dj|te) = Pr(te) . (8)

is obtained.
Then, the conditional probability Pr(dj|d;) can be ex-
panded as

Pr(d;|d:) = f: Pr(d;|di, ti) Pr(ti|d:). 9)
k=1

It is generally assumed that Pr(d;|d;, tx) ~ Pr(d;|t) is ap-
proximately hold, then

Pr(d;|d;) ~ iPr(dj It&) Pr(te|d:). (10)

k=1

Based on the above formulas,

Pr(d;, d;) = Pr(d;|d:) - Pr(d:) (1)

o _Pr@)Pr(d) <~ fafie (12)
T Xt fa X, fu e Pr(te)

This formula says that the co-occufrence probability between
the two documents is based on their importance to the user,
basically implied by Pr(d;) and Pr(d;), and the contents of
the documents.

Next, the above formulas is transformed to a more simple
one using vector representation.

The document vector d; of d; is defined as

def

d; = (tfi -idfy, tfiz - idfa,. .., tfim - idfm), (13)
where tf;, is the term frequency of £, within d;
tfa < far, (14)

and idfy is the inverse document frequency (IDF) of ¢

dp, of 1
idfy = N (15)

Let len; be the document length of d;:
len; & Z fir. (16)
=1

Using the vector representation, Eq. (12) can be trans-
formed as:

d;-d;

Pl’(di, d]) = Pl‘(d‘) Pr(dj)m.

an

This co-occurrence probability Pr(d;, d;) is derived based
on the notion of document novelty and the ¢f - idf weighting
scheme of the conventional vector space model.

Finally, the similarity metric is defined as follows:

sim(di, d;) = Pr(d;, d;). (18)

This definition says the co-occurrence probability between
d; and d; is used for their similarity score. Pr(di,d;) is a
probability to select d; and d; when we select two docu-
ments randomly from the document repository. The prob-
ability will be large when two documents have similar term
occurrence patterns and they appear near the user specified
focus time of interest. On the other hand, the probability
will be small when two documents do not share same terms
and/or at least one of the documents appears far from the
focus time.

3.8 Clustering algorithm

This section introduces the extended K-means clustering
algorithm proposed in [6], which is used as the clustering al-
gorithm in the approach in this paper.

e Initial process

(1) Select K documents randomly and form initial K
clusters.
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(2) Compute cluster representatives.

(3) Compute intra-cluster similarities and clustering in-
dex G.

e Iteration process

(1) For each document d, do the following two steps:

(a) For each cluster, compute the intra-cluster similar-
ity when d is appended to the cluster.

(b) Assign d to a cluster such that the assignment
causes the largest increase in the intra-cluster similarity. If
no assignment increases the intra-cluster similarity, put d
into the outlier list.

(2) Recompute cluster representatives.

(3) Recompute G and take it as Grew -

(4) If (Gnew — Goia)/Goia < 8, terminate, where § is a
pre-defined constant.

(5) Otherwise, return to Step 1.

The clustering index G introduced above is a measure used
to control the convergence criterion of the clustering. At each
iteration, the index is used to evaluate the quality of the clus-
tering and to decide whether to stop the clustering process.
It is defined as follows.

K
el Z |Cp| - avg-sim(Cyp), (19)
p=1
where K is the number of clusters to be generated, |Cp| is the
number of documents in cluster C, and avg-sim(Cy) is the
average similarity of documents in cluster Cp and is defined
as:
1
ICol(IC5| — 1)

> X

d;€Cp d;€Cp, dikd;

avg-_sim(Cp) &f

sim(d;, d;). (20)

avg-sim(Cy) is the intra-cluster similarity and is used as a
measure to decide the goodness and poorness of a clustering
result.

4. Experiments

This section describes the experimental methodology to
evaluate the performance of the method and presents the
results.

4.1 Data set

The experimental data is a subset of the TDT2 Corpus [10]
which has been used in TDT (Topic Detection and Tracking)
competitions [11], consisting of news articles associated with
topic labels. The data contains 7,578 documents correspond-
ing to 96 topics, dated January 4th, 1998 to June 30th, 1998.

In this experiment, a portion of the subset of the TDT2
Corpus, Jan 4th to Feb 1st, is used. The statistic of the data
is given below.

¢ No. of docs = 1,735

e No. of topics = 30

¢ Min. topic size =1

e Max. topic size = 453

e Med. topic size = 14.5

e Mean topic size = 273

Some topics contained in the Jan4-Febl data are presented
in Table 1.

# 1 Topic of TDT2 corpus from Jan4-Febl 1998
Topic ID Count
20001 453
20002 276
20008 19

Topic Name

Asian Economic Crisis
Monica Lewinsky Case
Casey Martin Sues PGA

20012 140 Pope visits Cuba

20013 76 1998 Winter Olympics
20015 337 Current Conflict with Iraq
20023 66 Violence in Algeria

20031 21 John Glenn

20033 79 Superbowl '98

20077 93 Unabomber

4.2 Evaluation framework

The experimental framework is prepared as follows:

e Data set: Jan04-Feb0l1 (29 days), where we assume
Jan04-Feb01 is the user specified time interval.

e User specified point in time of interest (focal point):
Jan 18

e Parameter setting:

— Bi=PB2=4(A=084), k=10

- Br1=B2=7(A=091), k=16

— B =pf2=14(A=1095), k=16
Clustering results are evaluated by the following performance
measures in IR research [2], [8]:

- a

Precision: p = P (21)
a

Recall: r = oI (22)
2rp

F = 23

— (23)

where a is the number of documents corresponding to a topic
in a cluster generated by a system; a + b is the total number
of documents in a cluster generated by a system; a + ¢ is the
total number of documents in a topic given by the evaluation
data. F is the harmonic mean of recall and precision.

For each cluster, the precision, recall and F' measures are
computed. A cluster is assigned a topic if the precision of
the topic in the cluster is greater than a predefined threshold.
In the experiments, we use 0.50 as the threshold value. If a
cluster does not have such a topic, the cluster is not marked

with any topic.
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4.3 Results

In this section, the experimental results are presented.

Figures 2 through 4 show the F scores of the clustering
results using § = 4, f = 7 and B = 14, respectively. Addi-
tionally, a summary of the F scores of the three clustering
results with processing time is presented in Table 2. The
F score for B = 4 is the smallest one while the F score for
B = 14 is the largest. This is arguably a result of different
decay rates driven by the 8 values. For 8 = 4, the decay fac-
tor is A = 0.84 which is undoubtedly a fast decay rate, while
in the case of § = 14, A = 0.95. As a result, small decay
factors cause documents unable to take part in the cluster-
ing and thus result in low performance scores. Consequently,
this, however, causes gathering of documents around the fo-
cal point only.

B=4 =17 B=14
No. of cluster 9 12 11
Average F score 0.49 0.59 0.73
Processing time 8min9sec  10min3lsec  1llmin4sec

# 2 Overview of the results

Figures 5 through 7 show histograms of topic 20012 (“Pope
Visits Cuba”) of the clustering results (grey color and upside
down) ploted against the TDT2 evaluation data (dark green
color). Similarly, Figures 8 through 10 present histograms
of topic 20015 (“Current Conflict with Iraq”) of the clus-
tering results (grey color and upside down) ploted against
the TDT2 evaluation data (dark green color). In the same
way, histograms of topic 20077 (“Unabomber™) of the clus-
tering results (grey color and upside down) ploted against
the TDT?2 evaluation data (dark green color) are depicted in
Figures 11 through 13.

In each figure of the three topics, the result for 8 = 4 are
the most focused or densed around the focal point, the user
specified time of interest Jan 18, than other B’s, thanks to
the small 8 which results in fast decay of document weights.
A larger 8, B = 7, slightly expands from 8 = 4, while 8 = 14
stretchs towards both ends from the focal point, owing to the
gentle degradation of decay of document weights. Setting of
a small S value is conclusively more suited to the context
of the approach in this paper since results obtained contain
documents focused around the focal point than a large value
of 3 one does.

5. Conclusion

Managing documents in large scale and providing useful
information is an important issue. This paper introduced
an approach for clustering documents focusing on user’s in-
terest. The approach proposed an incorporation of the two-
sided decay function into a clustering method and user indi-

cation of time of interest such that importance of documents
vary depending on their position related to the focal point
in order to provide clusters of topics around the focal point.
Different clustering results were obtained as shown in the
experiments owing to the introduction of such a decay func-
tion to the clustering method. This approach has important
application in document management area like news summa-
rization.

Other decay functions should also be considered other than

the two-sided decay function. While weblog has rapidly

broadened in size and gained wide attention from research
community, the extension of the research to this area should
be an interesting research issue.
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